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ABSTRACT 

Magnetic Resonance imaging (MRI)is an indispensable tool and plays an important role in diagnosing 

the tumors in soft tissue. However, the added noise to the MRI scan during the acquisition will degrade 

the quality, which will result in fault/incorrect diagnosis of the disease.In order to address this 

challenge, time averaging concept was introduce to increase the signal noise ratio, but this concept will 

decrease the spatial resolution and increase the acquisition time, which in turnwill increase the patient 

exposure time to the radiation. Then the ray of hope was on computational methods and designing the 

algorithms. In this line many works were proposed. Here we are proposing a noise reduction schemeto 

estimate the noise from ground truth image. We mainly modelled the rician noise in this work.Then we 

considered modified Dual tree complex Wavelet Transform in the initial step followed by Rotational 

invariant version of Non-Local Mean filtering with the sparse matrix assumption. The proposed 

methods were evaluated using the performance metrics Peak signal-to-noise ratio (PSNR) and Image 

Structural Match Measure (ISMM). 

 

Keywords:Wavelet Transform, Rician Noise, Non-Local Mean filter (NLM). 

 

1. INTRODUCTION 

 

Brain is a complex organ of human nervous system. A gigantic network in the brain is formed by 

billions of neurons[15][35][36][37]. Now a day’s brain disorder is one of the major factors for causing 

death in individuals with different age groups. Pathological Brain Detection System (PBDS) have 

drawn more attention from researchers over past few years due to their significance in taking correct 
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medical diagnosis. Tumor is a mass of tissues which are caused due to uncontrollable and abnormal 

growth of cells in thebrain.A Multiple Sclerosis Lesion (MSL) and brain tumor are the common brain 

disorders can be detected using Magnetic Resonance Imaging (MRI)[35][36][37]. The MRI offers high 

resolution images of soft tissues than any other medical imaging modalities.Typically, MRI images 

contain blurring artifacts, motion artifacts, partial volume effects and Rician noise. Therefore, an 

accurate identification and detection of brain disorders in MRI images is very difficult in medical 

applications. The challenge lies in obtaining details of tumors/MSLsuchasthe location of tumor, size 

and shape from these brain MRI images. 

The Rician noise and intensity in-homogeneities were added in MRI image while acquisition process is 

not considered by conventional image segmentation methods. The aim is to eliminateRician Noise, 

intensity in-homogeneitiesalong with segmenting the Multiple Sclerosis Lesion and tumor in brain 

MRI. A Multiple Sclerosis Lesion (MSL) and brain tumor are the common brain disorders that can be 

detected using Magnetic Resonance Imaging (MRI). The MRI offers high resolution images of soft 

tissues than any other medical imaging modalities. Typically, MRI images are plagued with artifacts 

such as blurring, partial volume effects, Rician noise and motion artifacts. Therefore, an accurate 

identification and detection of brain disorders in MRI images is very difficult. The challenge lies in 

obtaining details of tumors/MSL such as the location of tumor, size and shape from these brain MRI 

images. It is essential to remove these artifacts before applying the algorithms on MRI images for 

accurate feature extraction otherwise the obtained results might not be accurate as they are plagued with 

this noise.  

MR Imaging (MRI) is commonly used Clinical imaging technique because it is noninvasive, high soft 

tissue contrast and high spatial resolution[35][36][37].. It is used for envisage the complete inner 

structure of the body in order to know pathological or other structural changes of any existing soft 

tissue. The frequency domain magnetic dipole movement characterization of tissue volume  is obtained 

during MRI scanning [1], To convert this data in to spatial domain an inverse Fourier transform is 

applied which indicates the morphological and physiological characteristic features related to scanned 

patient. Thus, noise within the k- space (frequency domain) of MRI at each and every coil are 

considered mean as zero Gaussian function with same variance in real and imaginary part of the Fourier 

transform  which is uncorrelated in nature [2]. In the past decade, there are many methods for noise 

reduction of MR images [3-4] have been proposed which includes the classic approaches like ADF [5-

7], NDF [8] of magnetic resonance images through spatially changing noise ranges and adaptive noise 
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levels, the nonlocal means algorithm [9]. The rician noise is added while MRI acquisition process [10] 

which is needed to remove before further processing [11-15]. 

The remaining part of paper is organized: In section 2 a basic Noise model is presented, in Section 3 

proposed algorithm is described in detail, Section 4 presents results and discussion and section V 

concluding remarks are presented. 

2. NOISE MODEL 

 

MR image artifacts are image noise, partial volume effect (PVE) and bias field effect. These 

artifacts will changes with different acquisition parameters, changes from one slice to another 

slice and changes from person to person under scanning. The Rician noise present in MR 

images not only disturbs the clinical decision and MR Image spatial quality [16-25].   

 

The poison noise can be seen commonly in MRI images and satellite images The Poisson 

distribution with standard deviation𝜇 is given by, 

𝑃𝜇  𝑘 =
𝑒−𝜇𝜇𝑘

𝑘!
, 𝑘 ≥ 0.                                                                (1) 

The 𝐾 = 𝑓(𝑥), 𝑓 𝑥 is an image need to recover. The de-noising equation using MAP 

estimator is based on Aubert and Ajol, 2008 [AA Model]. Applying Bayes law 

𝑃 𝑓 𝑥 |𝑢 = 𝑃𝑢 𝑥  𝑓 𝑥  =
𝑒−𝑢 𝑥 𝑢 𝑥 𝑓 𝑥 

𝑓 𝑥 !
                         (2) 

Here assume that the region 𝛺 is pixellated, and that the values of 𝑓 at the pixels  𝑥𝑖  are 

independent. Then 

𝑃  𝑓 𝑢 =  
𝑒−𝑢 𝑥𝑖 𝑢 𝑥𝑖 

𝑓 𝑥𝑖 

𝑓 𝑥𝑖 !
𝑖

                                             (3) 

  The value of 𝑝(𝑢)is from total variation (TV) regularization model, 

𝑃 𝑢 = 𝑒−𝛽                                                                           (4) 

Where 𝛺 denotes the image domain, from the AA model which can 

minimize −𝑙𝑜𝑔(𝑝(𝑓|𝑢)𝑝(𝑢)). By applying Log on equation (3.1) and simplifying,    

𝐸 𝑢 : = +𝛽                                            (5) 
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The 𝐸(𝑢) can be minimized using Euler-Lagrange equation and discretized Partial Difference 

Equation (PDE) i.e 

𝑢𝑡 = 𝑑𝑖𝑣  
𝛻𝑢

 𝛻𝑢 
 +

1

𝛽𝑢
 𝑓 − 𝑢                                      (6) 

Where as 𝑓denotes the observed image𝑢0,   𝑑𝑖𝑣is divergence operator. 

 

The presence of this noise is problematic and challenging   for   further   image processing 

operations like region of interest finding, any organ segmentation,  Image Classification, 

image registration  and image reconstruction  etc. The MR image 𝑦(𝑖, 𝑗) is liner combination 

of noise free image and additive noise 𝑛(𝑖, 𝑗) i.e  

𝑦 𝑖, 𝑗 = 𝑥 𝑖, 𝑗 + 𝑛 𝑖, 𝑗 (7) 

 

Figure 1 Noise Model 

3. PROPOSED METHOD 

The aim of noise reduction processes is to discover good estimation of 𝑥(𝑖, 𝑗), from 𝑦(𝑖, 𝑗). In 

the above figure the 𝑦  is image with noise, 𝑥  is the estimation/ de-noised image and  𝑛  noise 

residue.  
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Figure 2 Proposed Block Diagram 

This is done by Dual Tree based Complex Wavelet Transform for noise reduction that uses 

sparseness of image and Rotational invariant version of Non-Local Mean filter. 

 

3.1.Dual Tree Complex Wavelet Transform (DT-CWT) 

The normal DWT, the slight change with the input image or signal can effect substantial 

variations in the dissemination of 2D signal/1D signal energy through different scales with in 

coefficients values of DWT that is shift variant, lack of directional orientation and aliasing. N. 

Kingsbury (N. Kingsbury, 1999) presented a novel category of wavelets for image processing, 

which is known as the Dual Tree based Complex Wavelets. To solve/overcome the problems 

of orthogonal decrease wavelets, we have chosen the dual tree CWT, which is having dual tree 

filters with real coefficients and imaginary. The coefficients are approximately shift invariant 

in terms of amplitude, the directional selectivity in 2D is having around six orientations and 

redundancy is very limited (i.e sparse in nature), redundancy is independent of decomposition 

order.The one dimensional Dual Tree-CWT sub divides the given signal via expanding it with 

complex shifted then dilated root wavelet 𝜑 𝑥 and scaling factor ∅ 𝑥 , i.e., 

 

𝑓 𝑥 =  𝑆𝑗0,𝑙∅𝑗0,𝑙
 𝑥 +𝑙∈𝑍   φj,l x 𝑙∈𝑍𝑗≥𝑗0      (8) 

The 2-D Dual Tree-CWT sub-divides a two dimensional signal/ image f(x, y) with a periodic translations and 

dilations of a complex scaling factor, which is represented as 

𝑓 𝑥, 𝑦 =  𝑆𝑗0,𝑙

𝑙∈𝑍2

∅𝑗0,𝑙 𝑥, 𝑦 +    𝐶𝑗 ,𝑙
𝜃 φ𝑗 ,𝑙

𝜃  𝑥, 𝑦 

𝑙∈𝑍2𝑗≥𝑗0𝜃𝜖Θ

                                            (9) 

 

 

 

Apply  
DT CWT 

RI-NLM 

 

Noisy MR 
Image 

 

Denoised 

Image 
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Figure 3 Block Representation of DT-CWT 

Where 𝜃𝜖𝛩 =  ±15𝑜 , ±45𝑜 , ±75𝑜  indicates the directionality related to complex wavelets. 

The Dual Tree-CWT results in one LP sub-band and six HP sub-bands which are complex at 

every stage of subdivision, where every HP sub-band related to one new direction. The noise 

reduction is performed first using Dual Tree CWT then it is given to RI-NLM filter. The 

similarity between pixels and patches are computed with RI-NLM Filter, the obtained output 

is having better Peak Signal to Noise Ratio (PSNR) and Better Image structural match 

Measure (ISMM) [26-34]. 

 

3.2.Non Local Means (NLM) filter 

The NLM de-noising algorithm was first applied by replacing a pixel with the related 

neighborhood pixels (Manjon JV. et al, 2010). The algorithm is generalized through a patch 

adjusted analysis at every pixel instead of pixel itself. The NL Mean algorithm works based 

on weighted mean of the adjoining mask spots, whereas this algorithm is extremely governed 

with the patch similarity among neighboring pixels.  

Thus by considering the ordinary NLM (Thacker NA, 2010).) With pixel by pixel process is 

time consuming. So instead of this search windows are considered for decreasing the 

processing time. The noise reduction process is repetitive in nature in terms of pixel by pixel, 

it is represented as 
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𝑁𝐿𝑀 𝑋𝑖 =  𝑤 𝑋𝑖 , 𝑋𝑗  . 𝜇 𝑋𝑗  

𝑋𝑗  ∈ 𝑆𝑊

                                                          (10) 

Here 𝑋𝑖𝑎𝑛𝑑 𝑋𝑗  ware specific measures of image intensity on particular pixels i in addition to j. 

𝑋𝑗  is related with searching window mask which is related to adjacent pixels.  𝜇Represents 

specific pixel intensity of image 𝑋.𝑤 𝑋𝑖 , 𝑋𝑗   Denotes the weight function for the pixels i and 

j, this weight function represents the difference between pixel i and j. 

𝑤 𝑋𝑖 , 𝑋𝑗  =
1

𝐶 𝑋 
 𝑒

−
𝐺𝑎  𝜇  𝑋𝑖+𝛿 −𝜇  𝑋𝑗 +𝛿  

2

2

𝛿𝜖𝑃

 

  In the above equation  𝐺𝑎 represents the gaussian kernel 

𝑥  𝑖 =
 𝛽 𝑖, 𝑗 𝑦 𝑖 𝑗 =Ω

 𝛽 𝑖, 𝑗 𝑗 =Ω
 

𝛽 𝑖, 𝑗 = 𝑒

−
1

2

 

 
  𝑥 0 𝑖 −𝑥 0 𝑗   

2
+3 𝜇 𝑁𝑖

0 −𝜇 𝑁𝑗
0  

2

22

 

 
 

 

 

 

 

Figure 4.  NL means Patch based Similarity measurement Processes 

The patches which are having an intensity variance more than  does not leads to the noise 

reduction process. This process is called rotational invariant NLM (PRI-NLM). Since the 

projected similarity measure was given to an already noise reduced image with the Dual Tree-

CWT algorithm, the constraint  controls the filtering capability of the NLM filter. This 

proposed algorithm is showing extremely good performance with different types of images 

and at various level of noisy conditions. 

The performance of noise reduction method is measured with the help of ―PSNR‖ and 

Structural Similarity Index Method (SSIM). For an image 𝐼1 𝑖, 𝑗  and 𝐼2 𝑖, 𝑗  PSNR is 
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calculated as follows 

𝑀𝑆𝐸 =
  𝐼1 𝑖, 𝑗 − 𝐼2 𝑖, 𝑗  2

𝐼,𝐽

𝐼 ∗ 𝐽
                                          (11) 

𝑃𝑆𝑁𝑅 = 10 log10  
𝑅2

𝑀𝑆𝐸
                                                     (12) 

Where 𝐼1 𝑖, 𝑗  is original image, 𝐼2 𝑖, 𝑗  is denoised image and 𝑅 is the maximum gray scale 

value of image.   Structural similarity index term is computed with the help of three 

parameters luminance(𝑙), the contrast(𝑐), and the structural(𝑠) components of an image 

𝑆𝑆𝐼𝑀 𝑖, 𝑗 =  𝑙 𝑖, 𝑗  𝛼 𝑐 𝑖, 𝑗  𝛽  𝑠 𝑖, 𝑗  𝛾                              (13) 

  In the equation (3.9) 𝑙 𝑖, 𝑗 , 𝑐 𝑖, 𝑗  and 𝑠 𝑖, 𝑗  are calculated with help of  𝜇𝑖 ,𝜇𝑗 , 𝜎𝑖𝜎𝑗  𝑎𝑛𝑑 𝜎𝑖𝑗 : 

which are local means, standard deviation and cross-covariance  of MR images. 

𝑙 𝑖, 𝑗 =
2𝜇𝑖𝜇𝑗 + 𝐶1

𝜇𝑖
2 + 𝜇𝑗

2 + 𝐶1

 

𝑐 𝑖, 𝑗 =
2𝜎𝑖𝜎𝑗 + 𝐶2

𝜎𝑖
2 + 𝜎𝑗

2 + 𝐶2

 

𝑠 𝑖, 𝑗 =
𝜎𝑖𝑗 + 𝐶3

𝜎𝑖𝜎𝑗 + 𝐶3
 

In SSIM equation 𝛼 = 𝛽 = 𝛾 = 1 these are default for exponents, and C3 = C2/2 (default 

selection of C3) then the Structural Similarity Index simplifies as 

𝑆𝑆𝐼𝑀 =
 2𝜇𝑖𝜇𝑗 + 𝐶1  2𝜎𝑖𝑗 + 𝐶2 

 𝜇𝑖
2 + 𝜇𝑗

2 + 𝐶1  𝜎𝑖
2 + 𝜎𝑗

2 + 𝐶2 
                                  (14) 

  In the table1 Proton Density- Weighted MRI of Brain is corrupted by Racine 

noise with 7%, T2- Weighted MRI of Brain degraded by 9% noise and T1- Weighted brain 

MRI degraded by 15%.  

  Brainweb web page provides Simulated Brain Magnetic Resonance Image 

Database (SBMRID). The SBMRID contains a large of realistic MR Image database with 

different volumes generated by an MRI simulator. This database will be used by the medical 

imaging research community to compare and evaluate the results of various MR image 

analysis algorithms. 

https://in.mathworks.com/help/images/ref/ssim.html?s_tid=doc_ta#bt5rkbx-1-Exponents
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    Currently, the SBMRID consist of simulated brain MR Image database which depends on 

two anatomical formats: normal MR Image and multiple sclerosis (MS) MR image. For these 

two types of images, total 3-D volumes have been generated with help of three sequences T1, 

T2, and proton-density (PD) weighted.  

  The MR image is available at different slice thickness (1mm to 9mm), Ricin 

noise levels (0% to 9%), and levels of Intensity inhomogeneity (0% to 40%). The data 

visualization is possible in axial plane, sagittal plane, and coronal plane. The brain MR image 

data with different combination can be downloadable for further analysis. A user can also 

request for any new combination of slice thickness, noise level. The Table 3.1 Shows the 

results obtained using proposed method, this method is applied on PD-Weighted MRI, T2-

weighted MRI and T1- weighted MRI images with 7% Rician noise. 

4. RESULTS AND DISCUSSION 

The simulation and implementation of Racine Noise Reduction using Dual Tree-Complex 

Wavelet Transform and Self similarity was done with Matlab2019a on a Windows Desktop 

Machine, i5, 4GB RAM, and Datasets Proton Diffusion (PD)-Weighted MRI, T2-Imaging 

MRI and T1- Imaging MRI are taken from Brainweb(C.A. Cocosco et al. 1997): simulated 

volumes for these three imaging modality are available online (T1, T2, PD), each modalities 

available with different measurement of slice wideness, noise and non-uniform image 

intensity . 

 

The noise reduction is done using two stage processes, first Dual Tree-CWT applied, which 

will permits for dissimilarity of data orientation in the transform domain. The rotational 

invariant kind of Non-Local Mean filter is applied: similar patches will gain high weight as 

compared to the dissimilar patches. 

Table 1 Result Comparison of Noise Reduction Methods 

MR Image De-Noising Methods 
Performance Metrics 

PSNR (dB) SSIM 

PD-Weighted MRI   

ADF 25.37 0.9642 

NLML 26.52 0.9694 

NS Median 27.19 0.9787 

Proposed Method         32.30 0.991 

T2-Weighted MRI  ADF 22.67 0.9466 
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NLML 23.75 0.9512 

NS Median 24.4 0.9696 

Proposed Method 28.24 0.9716 

T1- Weighted 

MRI   

ADF 16.84         0.8127 

NLML 18.96        0.8426 

NS Median 20.51        0.9062 

Proposed Method 22.42 0.934 

 

In the above table1 Proton Density- Weighted MRI of Brain is corrupted by Racine noise with 

7%, T2-Weighted MRI of Brain degraded by 9% noise and T1- Weighted brain MRI degraded 

by 15%. 

 
                                                                                      (i) 

 
(ii)                                           (iii) 

 
(iv)                                           (v) 
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(vi)                                        (vii) 

 
(viii)                                           (ix) 

Figure 4  (i) Input Noisy data (ii) Denoised Output using ADF method (iii) Noise Residue using ADF (iv) 

Denoised Output using NLML method (v) Noise Residue using NLML, (vi) Denoised Output using NS method 

(vii) Noise Residue using NS method (viii) Proposed method Denoised output(ix)  Proposed method Noise 

Residue 

 
(i) 

 
(ii)                                            (iii) 

 
(iv)                                            (v) 
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(vi)                                            (vii) 

 
      (viii)                                         (ix) 

Figure 5  (a) Input Noisy data (b) Denoised Output using ADF method (c) Noise Residue using ADF (d) 

Denoised Output using NLML method (e) Noise Residue using NLML, (f) Denoised Output using NS method 

(g) Noise Residue using NS method (h) Proposed method Denoised output(ix)  Proposed method Noise Residue  

 

Noise Level 

(%) 0 3 6 9 12 15 

ADF[74] 28 27.5 25 22.5 20 18 

NLML[74] 38 33 26.5 22.5 22 19 

NS 

Median[74] 38.5 34 27.5 24 22.5 20 

Proposed 

Method 39.5 35 28 24 23 21.5 
 

Table 2 PSNR Simulation results of T1 weighted MRI with various Noise levels 

 

    The table 2 shows the PSNR obtained at different Rician noise levels 0% to 15% in steps of 

3%. From the obtained results the PSNR is decreasing as Rician noise level increases. The 

Rician noise reduction methods, Anisotropic Diffusion Filter (ADF), Non local Maximum 

Likelihood (NLML), Nutrosophic Set Median Filter (NS median) and Proposed DT-CWT 
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based RI-NLM were compared with PSNR value, the proposed method has superior PSNR at 

all levels of Rician noise. 

 

 

Figure 6 PSNR obtained by different Noise Reduction Methods 

 

Figure 7 SSIM obtained by different Noise Reduction Methods 

5. CONCLUSION 

The proposed algorithm is based on Dual Tree-CWT and Nonlocal Mean Filtering processes are used to 
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eliminate Rician noise from the brain magnetic resonance images. The noise reduction is done using two stage 

processes, first sparse DT-CWT is applied, which allows for distinction of data directionality in the transform 

space and then Rotational invariant version of Non-Local Mean filter is applied. The proposed algorithm is tested 

with different Rician noise levels of brain MR Images. Even the Image is degraded by 15% Rician noise the 

PSNR and SSIM obtained are 23dB and 0.93 which is a better performance as compared to conventional 

methods. 
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