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ABSTRACT: Melanoma is a major skin cancer type that has a very high death rate. The 

various sorts of skin lesions cause an inaccurate analysis due to their high resemblance. 

Precisecategorization of the skin lesions in prematurephasewill allowdermatologists to treat 

the patients in well timeand save their lives. This is backed by a researchthat shows that 90% 

of the cases are curable, if identified in the initial phase. With the advancements in the 

computing power and image classification, automatic detection of the melanoma using 

computer algorithms has become far reliable. With many methods used, neural networks 

prove to be the best solution devised to attain the highest accuracy in classifying melanoma 

through early symptoms. We did our survey to find the drawbacks of recent models that serve 

this purpose with the goal to overcome them and provide a better solution. 
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Introduction: In the year 2018, the World Health Organization stated that approximately 

there were 1.4 crore new cancer patients and nearly 96 lakh deaths round the world due to 

cancer. These figures shows that cancer is the top contributor to deaths. To begin with, skin 

cancer develops on the epidermis, which is the top layer of the skin visible to unaided eyes. 

Skin cancer is one of the most foremost cause to the global deaths. There have been various 

kinds of skin cancers found. Melanoma is a well-known form of skin cancer that is typically 

the most malignant lesion when compared with types of skin lesions. It is also one of the 

rapidly spreading cancer of skin, which in recent research observations shows that the 

number of patients with skin cancer is increasing every year. To save human lives, automated 

computer-aided are taken in use for the quick and accurate results of these skin causing 

cancer. Computer-Aided Diagnosis (CAD) systems are one such method that has been in use 

for multiple disease identification at early stages. To provide dermatologists with an accurate 

diagnosis, image-based CAD systems use photographs of skin lesions without any other 

medical details. In addition, various skin lesions may be identified by an image-based CAD 

method based on features derived from the colours in dermal photographs. Based on its 

precision, a CAD system could help in early diagnosis of skin cancer and then create 

opportunities to save human lives beforehand.Dermoscopy is the most well-known skin 

imaging procedure, which has shown an increase in melanoma detection relative to that of the 

naked eye. With researchers finding ways to classify these images they began with using 

colour texture features and wavelength network features to classify the lesion based on its 

colour. 

Methods: Dermoscopy is the most well-known skin imaging procedure, which has shown an 

increase in melanoma detection relative to that of the naked eye. With researchers finding 

ways to classify these images they began with using colour texture features and wavelength 

network features to classify the lesion based on its colour. 

The researchers (Amir Reza Sadri and team) used a 3D multidirectional (colour texture 

feature) CTF matrix to evaluate the images and then scaled it using grey scale spatial 



http://annalsofrscb.ro 

Annals of R.S.C.B., ISSN:1583-6258, Vol. 25, Issue 5, 2021, Pages. 801-805 

Received 15 April 2021; Accepted 05 May 2021. 

 

 
 

802 

dependence matrix to find the intensity of the melanoma cells. After grading this on the scale 

they classified the images into different classes using multilayer propagation neural network.  

The researcher M. Aldeen with his team in the same year focused on colour and texture 

enhancement using the colour palette and QuadTree colour clustering. The methodology is a 

5-step process where they pre-process the dataset for contrast boost, and then use a hybrid 

threshold method to identify the lesions' borders. Now they construct quantile overlays which 

are radial to study the lesion better. Colour palette is created manually. Finally, the QuadTree 

clustering is applied with reference to the colour palette to estimate the type and the number 

of colours in each quintile. The approach is robust and is known to boost the ROC curve.  

M. Q. Khanwith his team of researchers in their paper uses geometrical, colour and textural 

features all together with image segmentation to create a model. Image segmentation is 

widely known to be efficient in solving medical problem statements; K-means clustering is 

applied on the images which is a versatile technique that works well with large datasets as 

well.  

A. Sáez and teams’ research of 2016 is based on the thickness of the melanoma lesions. It is 

known that including thickness as a factor can increase the model accuracies up to thirty five 

percent. The thickness can be divided into three stages; ranging from 0.76mm to 1.5mm. But 

these parameters stand-alone cannot achieve a high accuracy. Merging techniques and 

methodologies can help with better classification of the lesions.  

These approaches succeeded in achieving accuracy in the training and testing databases. 

However as the dataset was small and consist of clean data, the model was unable to provide 

high accuracy result in images that had hair or veins or images without proper lightning. This 

led to pointing out problems in the methods and its effectiveness.  

Later scientist began using machine learning and neural networks to classify these lesions 

through multiple parameters. Their approach used different neural networks like CNN and 

DNN with classification algorithms like GoogleNet, ResNet, SVM, etc. With years 

developing more extensive datasets, these approaches gave a better accuracy model when 

applied on raw data. 

Here, the researchers, L. Ichim and D. Popescu, used five features of the images: texture, 

shape, colour, size, and convolutional pixel connections to train the first layer of the neural 

network. The second layer using back propagation gives the output of whether the cell is 

malignant of not. They used ResNet and AlexNet for their classification. It is a very standard 

approach that gives accurate results to certain databases. 

Serestina Viriri also started with using a deep learning-based neural network with pixel 

classifier that rates each pixel into different category. Once this is done, the data is feed into 

lesion classifier that finds out whether the cell is melanoma or not. This way they pre-process 

the data to remove physical factors like light spots, hair and other such factors. 

Features play an essential role in the accurate classification of any type of images. Image 

smoothing is done in pre-processing which allows better feature extraction and image 

segmentation.  
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Zhen Yu along with Xudong Jiang and others used Convolution Neural Networks with state 

of the art Fisher vector encoding method to encode the images which are then fed into a 

Support Vector Machine. This way the machine is fed with more descriptive factors because 

of the FV encoding. Through this methods they overcame the need of large dataset for 

training CNN and produce higher accuracy with smaller dataset as they extracted more 

features.  

Developing state of the art algorithms and combining pre developed algorithms helped 

improve the models. The obstructions in images like hair, vein and lightning were efficiently 

removed giving better outputs. However, Convolution Neural Network require a lot of 

images to be trained and the problem with using image data alone is that the number of 

images available in these classes is small. In addition, the skin cancer benchmark datasets are 

small and include a few class numbers. Three separate problems make it a difficult job to 

automatically classify melanoma from dermoscopy images. Firstly, while skin lesions belong 

to different groups, the characteristics of these lesions are very similar, such as size, texture, 

colour, and form, making classification a problematic task. Lack of various skin colour 

databases makes the model difficult to apply globally. 

One such model had the researcher Q. Zhou (2020) using Spiked Neural Networks instead of 

Convoluted Neural Networks due to benefits in the run-time efficiency and stability in the 

accuracy achieved. Their model required lesser pre-trained models, and with fewer layers, the 

model's complexity also got reduced significantly. The model's unique point was how it used 

unsupervised learning with feature selection techniques to add to the model's accuracy with 

benefits of SNNs over CNNs.  

Dividing the solution for the problem statement in two steps also proved to be a method. 

Used by L. Yu, H. Chen and their team, their steps included – one to perform segmentation 

and then perform classification on the dataset to construct an automated framework. They use 

very deep Residual Networks that have skip connections, and due to their immense depth, the 

architectures learn the data well. Following this, they also developed a novel Fully 

Convolutional Residual Network (FCRN) integrating a multi-scale contextual information 

integration scheme for more accurate skin lesion segmentation. Although they shared their 

concern regarding the size of the data set, they were able to obtain decent results.  

The researchers (Romero-Lopez 2017) have made use of the VGG-16 CNN architecture to 

solve the problem. After relevant pre-processing and data augmentation, they use VGG-16 

architecture in three different ways and then compare the methods. The first method is to 

train the CNN from scratch. The second method is to train with pre-trained weights (transfer 

learning). The last method is to do selective training by freezing the lower layers and only 

training the top-most layers to draw out more distinct features. After the comparison, method 

two was known to display the best results. In conclusion, the researchers expressed their 

concern about the limited dataset. 

A transfer learning by R. Ashraf (2020) model using CNN was also used to classify the 

melanoma cells. However, their approach began with using k-means algorithm and tuning it 

such that it can be used to get the region of interest, which is the region of melanoma cells. 

This includes removing the extra areas and finding optimal ways to get the exact size of the 

melanoma cell from the image data. Then using CNN and transfer learning, they trained and 
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tested the model. The approach helps to clean the image set and get the exact region of things 

required for the image classifications and remove the extra clutter.  

The proposed methodology by L. Song and others (2020) is a complete workflow for 

Melanoma classification, as the models can take input of image of any size. Instead of 

cropping images for lesion analysis, they resize the images to a standard size, which prevents 

any loss of data. They employ zero-center normalization and data augmentation to process 

the images. Their deep learning architecture consists of FPN (Feature Pyramid Network), 

RPN (Region Proposal Network) and Convolutional Subnets. The FPN provides flexibility 

with scales of wide range and provide high detail features even on low-resolution images. 

The RPN is used to separate foreground objects from the background for focused learning. 

Lastly, they use convolutional subnets, namely ‘classify subnet’ (calculates probability for a 

specific melanoma kind), ‘detect subnet’ (to find and localize on the lesion) and 

‘segmentation subnet’ (for masking each lesion). Emperically, they found out ResNet 101 

architecture combined with a loss function based on jaccard distance and focal loss gives the 

best results. 

An out of the box approach by S. Albahli and team (2020) was seen in one such research 

paper where the researchers approach this problem by using YOLO algorithm which is an 

object detection algorithm and tuned it to use for melanoma detection. The researchers here 

used this algorithm to find the active melanoma cell region and avoiding detection of other 

false detections like hair, skin spots, clinical or birth marks. With this they achieved desired 

accuracies on ISIC dataset that they used. The method proved to open ideas of using 

algorithms that are fundamentally used for functions and tune them to the desired use. 

Materials: 

The researcher(s) and their teams have used various databases to train and test their models. 

Amongst these, some were large databased whereas somewhere small. Frequently used 

databases where ISIC 2016, ISIC 2017, ISIC archive, and pH2 databases. ISIC 2016 consist 

of 900+350 images to train and test, whereas ISIC 2017 has 2000+600 images to test and 

train. ISIC archive was a combination of older databases and has ~13000 images. However 

another database that was frequently used was pH2 database which had clean but only 200 

images to work with. 

Conclusion: 

These difficulties can we overcome through physical features which are not devised from the 

images but are instead taken by humans from the patient. Such features will help reduce the 

false readings take or predicted by the computer. It would also increase the features in 

training the model to increase accuracy and train neural networks better despite of smaller 

database.  
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