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Abstract 
An efficient support vector machine (SVM) and ant colony optimization-random forest (ACO-

RF) method for the cluster-based feature selection and classification were presented and 

evaluated. It has been evaluated on the breast cancer Wisconsin dataset. The complete process 

includes preprocessing, feature selection based on class levels clusters and classification. SVM 

has been applied first for the data classification. It has been applied based on the class labels and 

further associate the correlations based on the heatmap. Finally, ACO-RF based feature selection 

mechanism was applied. It will be helpful in the elimination of irrelevant features based on the 

threshold parameters. The result clearly indicates that SVM and ACO-RF outperforms in all 

aspects. It is also clear from the heatmap regarding the attribute correlation in all aspects. 
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1. Introduction 
 

Data gathering, preprocessing and pattern extraction are the important part of data mining and 

classification techniques [1-3]. These techniques are useful in the extraction of the meaningful 

insights [4-6].  So, it can be said that the methods and algorithms of data mining and machine 

learning algorithms may be useful for computational applicability in different domains [7, 8].  

These are used in two ways one is supervised and another in unsupervised way of computing 

[7−10].  It includes classification and clustering task. Data grouping can be performed through 

clustering algorithms like k-means, fuzzy c-means (FCM), hierarchical clustering etc. [11, 12]. 

Another level of pruning and intinction are needed in the complex situation [13]. In the complex 

problem situations optimization techniques like are ant colony optimization (ACO), particle 

swarm optimization (PSO), teaching learning-based optimization (TLBO), Cuckoo Search, etc. 

[14,15] may be used.For the data classification and feature selection machine learning algorithms 

can be used [16, 17]. Some of the machine learning algorithms are support vector machine 

(SVM), logistic regression (LR), random forest (RF), naïve Bayes (NB), K-Nearest Neighbor 

(KNN), etc. [18-21] which can be used for the better classification and clustering. 

 

In 2020, Sebastian et al. [22], tried to characterize the collapse in upper airway for the 

Obstructive sleep apnoea (OSA) patients. They collected the data of 58 patients who were 

diagnose with OSA. They recorded the data of audio signal with Microphone (Gooseneck Mini 

Shotgun). They pre-processed the audio signals and extracted the 50 identical features. They 

performed the cluster analysis (unsupervised) and using k-means clustering and applied the 

silhouette analysis for calculating the validation of clusters. They performed the internal and 
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external validation of clusters. In this study, they tried to identify the same with the help of 

unlabeled data. As a limitation, they found the k-means algorithm is sensitive to the initial values 

and also it is difficult to predict the number of clusters. They achieved an accuracy of 62% and 

used the silhouette coefficients of 0.79 for the two clusters.In 2020, Alkhafaji et al. [23], They 

tried to identify the approach of how to clean the data before getting it diagnose for the Heart 

disease. They considered the data of 300 males and 365 females. They were focused on two steps 

process. In the initial stage, they performed the cleaning of data with the help of removing the 

missing data, using the k nearest neighbors’approach and K-means clustering, the noise present 

in the data and the presence of Inconsistent data. In the second stage, they applied different 

prediction models like Naïve Bayes Classifier, Decision Tree, and Artificial neural network. they 

highlighted that undesirable consequences may be occur if clinical decisions are made by 

experienced physicians instead of applying techniques to hidden data. among all these three 

prediction models, decision tree outperforms in terms of good performance and accuracy of 

98.85%. After that Bayesian classification gave the accuracy of 98.16% and artificial neural 

network gave the accuracy of 91.31%.In 2020, Shuai et al. [24], analyzed how the national 

epidemic strategy response to COVID-19 and its severity for the current.  They gathered the data 

from National strategy frame for epidemic and pre-processed it with the help of StandardScaler. 

After that they performed the cluster analysis by using K-means Clustering. Agglomerative 

Clustering and DBSCAN Clustering. After performing cluster analysis, they evaluate them on 

the index of Silhouette Coefficients, Calinski Harabasz Score and Davies Bouldin score. 

Amongst all they found K-Mean clustering to be the optimal algorithm. They found that some 

countries are taking precaution measurements and trying to make improvement in immunization 

of patients.In 2020, Wang et al. [25], they proposed a method of Fiber clustering by adopting the 

information of structural and functional. They considered the data from Human Connectome 

Project (HCP Q1) dataset. Initially, they pre-processed the data DTI data and task-fMRI data for 

obtaining the brain’s fibers and the reconstruction of cortical surface took place. Next, this pre-

processed data was fed to (CAEEC) Convolutional Auto-Encoders with Embedded Clustering 

model which generates the clusters of fiber bundles.  The main benefit of this joint is to makes 

the reconstruction easy for features.In 2020, Bu et al. [26], they presented an incremental high-

order possibilistic c-means (IHoPCM) algorithm of computing system based on cloud-edge so 

that they can connect to multiple hospitals and collect the data with the help of co-clustering of 

medical data. They applied the deep computational model on each hospital so that they can learn 

the feature tensor on the local edge of computing system. They used these features and upload on 

cloud so that IHoPCM can be applied to these features and they can make new clustering centers.  

This is the advantage of their study that they can use cloud to improve the efficiency of clusters. 

Their study needs to be validated on real time applications.In 2020, Chebanenko et al. [27], they 

proposed a fuzzy system which can be used to for estimating the patient’s level applied for 

compliance in primary treatment. Their approach was to process and analyses the medical 

information. This study considers the data of 160 patients who were suffering from 

cardiovascular disease and they were having the age from 40 years to 85 years.  They analyzed 

the data with the help of fuzzy clustering. They estimated the compliance rate with the help of 

three criteria i.e. expected efficiency of how they update their way of life, medical therapy and 

the medical support. They found the three groups of patients. Their results suggest that the 

outcome received from this can be fed to expert support system, which can use an input for 

classification. The result of this can be used for individual treatment.In 2020, Doroshenko [28] 

described the analysis of COVID-19 in Italy. They performed the comparison between two 
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methods i.e. hierarchical and k-Means clustering. They took the sample of 1113 sample entries 

from Feb, 120 to April 16, 2020.  They applied the k-Means clustering first and made the clusters 

by randomly dividing the data. Next, they applied Hierarchical clustering for building a nest of 

partitions.  They performed a detailed analysis for the clusters obtained. These clusters give 

information about the region from where patients belong. Further, they suggested to perform 

more detailed analysis for revealing the dependence of data.In 2020, Kubo et al. [29] proposed a 

method of designing artificial humeral head model with the help of Kmeans++ and the PCA. 

They considered the 22 males for this experiment between 18 to 79 years who are not having any 

disease in their shoulder. Initially, they segmented and did alignment of the Humeral Head. The 

made alignment after applying the affine transformation. Further, they applied Artificial Humeral 

Head by using the Kmeans++ and Principal component analysis.  They took the k size of 3,4,5 

for making the clusters and did evaluation eith the help of leave-one-out cross validation 

(LOOCV). They found that artificial humeral head model is much similar to the shape of actual 

humeral head. Further, they decided to consider a greater number of subjects so that they can 

improve the reliability and also there is a need to establish a criterion for calculating the k values. 

In 2020. Meniailov et al. [30], discussed the approach of identifying the heart disease of similar 

characteristics. In this study they performed a task of data clustering. They tried to determine the 

likelihood of the heart disease for such type of patients who are having same characteristics. 

They performed the statistical analysis by using the method of Fuzzy C-means and they 

implemented this with the help of Python and its library i.e. Panda. They analyzed that this 

statistical analysis is helpful in determining the conditions and also not limited to biomedical 

field only.In 2020, Roy et al. [31], discussed the methodology to be adopted for identifying the 

disease in any organ by using Modified-C Clustering technique. They considered the MRI 

images of eyes, liver and brain. They tried to conclude it higher accuracy in detecting the disease 

in particular body organ and also with the higher efficiency in detecting the disease. They 

proposed a classification approach i.e. Modified C-Clustering for detection and the segmentation 

purpose. They achieved the accuracy more than 98% for the random inputs they applied based on 

the detection of edge and pattern.  As a limitation, they found it to be implement on real time and 

suggested to use them with artificial intelligence as the future scope.In 2020, Huijuan and 

Zhenjiang [32], discussed the use of clustering approach in the field of education, medical etc. 

Particularly they discussed the K-means algo. on SPSS tool for describing the use of data mining 

platform. They applied the K-Means algorithmic thinking and further applied it with K-Means 

clustering process. They did this analysis on teaching where 1369 students participated from 16 

different branches and 58 learning centers.  As a result, they found that as the data is growing 

rapidly so this approach is helpful in analyzing the data in every field because of its high 

efficiency and simplicity in use.In 2020, Sudhagar and Renjith [33] discussed the requirements 

of using clustering techniques for maintain the high-dimensional data available today in every 

field. They showed the comparison between various data mining techniques and discussed the 

challenges available with each technique. They proposed approach is helpful in maintaining the 

high-dimensional records. They used the shift clustering and ensemble clustering approach. They 

evaluated the proposed approach by using the data of diabetes and breast cancer dataset.  

 

This paper explores the clustering mechanism with the combination of ACO-RF method for 

improving the classification mechanism. 
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2. Materials and Methods 
 

Breast Cancer Wisconsin dataset has been considered from the UCI repository [34]. The 

following dataset has been used for the experimentation. The number of instances in this dataset 

are 699. Total number of attributes are 10. Class labels are two. 

 

An efficient SVM and ACO-RF method for the cluster-based feature selection and classification 

were presented in this paper. It includes feature selection based on the ACO-RF method based on 

the clusters. The classification has been performed by SVM. The complete approach consists of 

preprocessing, cluster-based feature selection and classification. 

 

First the data was preprocessed for the missing values and for the unwanted data. Then selection 

of relevant features was performed. It is important as it may be helpful in accurate classification. 

It positively affects the performance of the approach. It is also performed to reduce those 

variables which can slow the development of the model. It is acquired for the inclusion of the 

most relevant impactful attributes and parameters. The models are then evaluated based on F1-

Score, precision, recall, sensitivity and accuracy. The algorithms of these approaches are as 

follows: 

 

ACO algorithm: 

Step 1: Initialization has been performed based on relative importance and trail. 

Step 2: Construction of the ant system is started based on the probability state to move into. 

Step 3: Finally update the trail based on the movement of ant system.  

Step 4: Update the trail matrix. 

Step 5: Apply the termination condition in each step. 

Step 6: Iterate over 100, 200 and 300 cycles for checking the similar feature-based cluster 

attribute. 

Step 7: If the termination satisfied stop the cycle. 

Step 8: Finish. 

 

RF algorithm: 

 

Step1: Initialization has been performed. 

Step 2: K data points have been selected randomly. It has been selected from the training set.  

Step 3: Gather the selected data points from the associated tree. Based on this build the decision 

tree. 

Step 4: Consider the number for the decision tree construction.  

Step 5: Step 2 to 5 will be repeated till the cycle criteria for termination. 

Step 6: Check and update the new data points.  
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Figure 1 shows the complete mechanism of our approach.  
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Figure 1: Complete working procedure of the approach 

 

3. Results 
 

This section shows the result based on SVM and ACO-RF approach. The performance 

evaluation measures are accuracy, precision, recall and F1-Score. Root mean square error 

(RMSE), mean square error (MSE) and mean absolute error (MAE) were considered for the error 

rate evaluation. Figure 2 shows theheatmap based data correlation between the attributes based 
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on SVM. Figure 3 shows the heatmap based data correlation between the attributes based on 

ACO-RF.  

  
 

Figure 2: Heatmap based data correlation between the attributes based on SVM  

   
Figure 3: Heatmap based data correlation between the attributes based on ACO-RF 
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Figure 4 shows the precision, recall, f1-score, accuracy based on class labels clusters C1 and C2 

in case of SVM. It clearly shows that the SVM performs better classification and it provides 

better results in terms of different accuracy measures.  Figure 5 shows the error rate comparison 

based on RMSE, MSE and MAE.Figure 6 shows the average accuracy based on precision, recall, 

f1-score, accuracy based on class labels C1 and C2 in case of ACO-RF 

 

  
Figure 4: Precision, recall, f1-score, accuracy based on class labels C1 and C2 in case of SVM 

 

  
Figure 5: Error rate comparison based on RMSE, MSE and MAE 
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Figure 6: Average accuracy based on precision, recall, f1-score, accuracy based on class labels 

C1 and C2 in case of ACO-RF 

 

4. Conclusion 
 

This paper provides a hybridization of classification and feature selection. For the purpose of 

classification only, SVM algorithm has been used. It is found to be helpful in the classification 

based on the class labels clusters.ACO-RF combination was used for the feature selection and 

classification both. The results clearly indicate the applicability of the approach based on 

different accuracy measures like accuracy, sensitivity, precision, MAE, RMSE and MSE. It also 

indicates the attribute correlation and mapping based on heatmap. 
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