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ABSTRACT 

Computed Tomography(CT) lung screening is becoming more commonly used 

around the world. However, radiologists face a significant challenge in processing these 

videos. In a CT scan, there can be up to 600 slices. As a result, computer-aided-detection 

(CAD) systems are critical for a faster and more reliable data analysis. To minimize false 

positives, a system for CT lung screenings using convolutional neural networks (CNNs) 

is proposed in this study. When compared to conventional methods, the framework shows 

that even simple architectures are very effective at classifying 3D nodule data. We tested 

our model with various volume sizes and found that volume size has a significant impact 

on efficiency. 

1. INTRODUCTION 

Lung cancer, the most prevalent cancer in both men and women, is a significant 

cause of death around the world. According to some studies, the number of new cases of 

lung cancer in 2015 was projected to be around 221,200, accounting for approximately 

13% of all cancer diagnoses. Lung cancer is responsible for about 27% of all cancer 

deaths. As a result, when lung nodules are discovered early on, they must be investigated 

and closely monitored. The 5-year survival rate of patients with lung cancer can be 

increased by around 50% if they are diagnosed early. Because of its ability to create 

three-dimensional (3D) images of the chest, computed tomography is the most powerful 

method of lung nodule detection. This results in better resolution of nodules and tumor 
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pathology. The use of a CT image with computer processing to aid lung nodule diagnosis 

is common in clinics Tulasi Krishna et al.[2019].  

A detection system and a diagnostic system are used in the computer-aided 

diagnosis (CAD) of lung cancer. The method classifies the candidate nodules from the 

previous stage as nodules or non-nodules (i.e., normal anatomic structures). The aim is to 

distinguish between benign and malignant nodules that have been discovered. Since the 

likelihood of malignancy is linked to the geometric scale, shape, and presence of 

pulmonary nodules, CAD may differentiate between benign and malignant pulmonary 

nodules using effective features like texture, shape, and growth rate. As a result, a CAD 

system's performance can be calculated in terms of diagnosis accuracy, speed, and 

automation level Ponnada et al.[2020]. 

One of the most difficult aspects of CT is that radiologists must interpret a large 

number of photographs. In a CT scan, there can be up to 600 slices. Radiologists face a 

significant challenge in analyzing such vast amounts of data. As a result, computer-

assisted detection systems are critical for a quicker and more reliable data analysis. In 

recent years, neural networks, renamed deep learning, have surpassed conventional AI in 

every crucial task: speech recognition, image classification, and the generation of normal, 

readable sentences. Deep learning not only speeds up the vital mission, but it also 

increases the computer's precision and CT image detection and classification efficiency 

Shiri et al.[2018]. 

A nodule detection CAD system usually has two steps: nodule candidate detection 

and false positive reduction. The aim of the candidate detection phase is to generate 

nodule-like candidate points. This move necessitates a high level of vigilance, which 

results in a large number of false positives. A high number of false positives is 

undesirable since it raises the number of candidate nodules that radiologists must 

examine. As a result, the false positive reduction stage lowers the number of false 

positives while maintaining the same sensitivity. Detection scores have risen year after 

year as processing power has increased and new artificial intelligence (AI) algorithms 

have been developed. Machine learning techniques have improved detection accuracies 
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significantly in recent years, but the datasets used to train the algorithms are still 

inadequate. These algorithms are expected to produce good results as CT image quality 

increases and more data is collected and labelled Zhang et al.[2019]. 

Convolutional neural networks (CNNs) have recently gained popularity in the 

machine learning field due to their superior results. CNNs are made up of neurons with 

weights and biases that can be learned. This algorithm is based on the structure of an 

artificial neural network (ANN), which is modelled after a biological neuron. Filters are 

trained by the machine itself, which gives CNNs an advantage over conventional neural 

networks. The CNN layer parameters are a series of learnable filters that enable the 

system to adjust to problems.These filters extract the spatial information in the input data 

using the convolution operation. Object identification, video analysis, speech recognition, 

natural language processing, and medical image analysis all benefit from CNNs Ahmed 

et al.[2020];Fadil et al.[2020]. 

The goal of this work is to use CNN architecture to create a CAD system with 

high sensitivity and low false positive rate. The accuracy of the classification is one of the 

most significant priorities in this goal. A low-accuracy quick algorithm is unsuitable for 

clinical use because losing true positives will be extremely dangerous to patients. 

Another aim is to see how the size of the input patch affects classification accuracy. 

Section II reviews the background, Section III describes the system model with results 

followed by conclusion in Section IV. 

2. RELATED STUDY 

Lung cancer is one of the leading causes of death in both men and women around 

the world, with an estimated five million deaths each year. In the diagnosis of lung 

disorders, a computed tomography (CT) scan may be very helpful. In many areas of 

medical imaging diagnosis, deep learning has proven to be a common and effective tool. 

Three forms of deep neural networks (e.g., CNN, DNN, and SAE) are used to model lung 

cancer calcification in this paper. With some modifications for benign and malignant lung 

nodules, these networks are added to the CT image classification mission. The LIDC-

IDRI database was used to assess these networks.The CNN network had the best 
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performance of the three networks, with an accuracy of 84.15 percent, sensitivity of 

83.96 percent, and specificity of 84.32 percent Song et al.[2017]. Disparity measure is 

computed based on the frequency of dimensional match where the divergence is 

estimated from. Estimated according to the disease support measures using the data's 

value for disease support enhances the accuracy of the classification Ananthajothi et 

al[2019]. 

. 

Lung cancer is one of the most dangerous cancers that results in a large number of 

deaths worldwide. The best way to increase a patient's chances of survival is to diagnose 

lung cancer early. A computed tomography scan is used to locate a tumour and determine 

the extent of cancer in the body. For computed tomography images of the lungs, the 

current study introduces a groundbreaking automated diagnosis classification process. 

The CT scan of lung images was analysed using Optimal Deep Neural Network and 

Linear Discriminant Analysis(LDA) in this paper.LDA is used to reduce the 

dimensionality of deep features derived from CT lung images in order to identify lung 

nodules as malignant or benign. The proposed classifier has a sensitivity of 96.2 percent, 

a specificity of 94.2 percent, and an accuracy of 94.56 percent when applied to CT 

images and then optimised using the Modified Gravitational Search Algorithm to classify 

lung cancer classification. The quantitative results show that the proposed classifier has a 

sensitivity of 96.2 percent, a specificity of 94.2 percent, and an accuracy of 94.56 percent 

Lakshmanaprabhu et al.[2018]. An overview of present and prospective AI applications 

in pathology image study is provided in this analysis, with a focus on lung cancer. The 

current opportunities and threats in lung cancer pathology image processing are 

addressed, as well as recent deep learning advances that could have an effect on digital 

pathology in lung cancer. Finally, the functional properties of deep learning algorithms in 

lung cancer prediction and diagnosis are summarized Wang et al.[2019]. 

The main goal of this project is to identify cancerous lung nodules in an input lung 

image and to distinguish lung cancer and its intensity. This study employs innovative 

Deep learning approaches to detect the position of cancerous lung nodules. The best 
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feature extraction methods are used in this study, including Histogram of Directed 

Gradients, wavelet transform-based features, Local Binary Pattern, Scale Invariant 

Feature Transform, and Zernike Moment. The Fuzzy Particle Swarm Optimization 

(FPSO) algorithm is used to choose the best function after extracting shape, dimensional, 

gravimetric, and intensity features. Finally, Deep learning is used to classify these 

functions. The computational complexity of CNN is reduced thanks to a new FPSO 

CNN. Another dataset from Arthi Scan Clinic, which is a real-time data set, is subjected 

to additional valuation. According to the findings of the experiments, the novel FPSO 

CNN outperforms other strategies Asuntha et al.[2020]. The author presented a iterative 

influence measure based medical data classification algorithm which estimates the 

influence measure on multiple levels to identify the target class Ananthajothi et al[2019]. 

Lung cancer is one of the most deadly cancers in the world. The importance of 

early diagnosis and care in the rehabilitation of patients cannot be overstated. 

Histopathological photographs of biopsied tissue from potentially contaminated parts of 

the lungs are used by doctors to make diagnoses. The majority of the time, diagnosing the 

various forms of lung cancer is time-consuming and error-prone. Convolutional Neural 

Networks can more accurately distinguish and recognize lung cancer types in less time, 

which is critical for assessing a patient's treatment options and survival rate. This study 

takes into account benign tissue, glioblastoma, and colorectal cancer. The calibration and 

testing accuracy of the CNN model were 96.11 and 97.2 percent, respectively Hatuwal et 

al.[2020]. permutes the probability across each dimension according to different 

variables, the multi-attribute disease probability has been estimated for each disease class 

Ananthajothi et al[2019]. 

Deep learning methods are still evolving and improving their success on different 

tasks today. One of the most important factors is that as we use more technologies, we 

collect more data. This situation improves the algorithms' performance since deep 

learning algorithms are highly dependent on the volume of data. Another explanation is 

that, as CPU and GPU capacity increases, more data can be processed at once, resulting 

in faster performance than in the past. This allows for more trial and error with the 
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algorithms, leading to a quicker convergence to the best model. In addition to the 

algorithms described above, multiple individuals and commercial company teams 

participated in the candidate detection challenge. Therefore, still there is a need for a 

better deep learning algorithm. 

3. SYSTEM MODEL 

The LUNA16 Challenge dataset is ideal for deep learning algorithms because it 

contains a large number of CT images. There are also named candidate points in the 

dataset, making it ideal for supervised learning algorithms. The size of the input tensor is 

one of the most critical parameters. Since these parameters must be consistent with each 

other, the size of the input affects all other parameters in the model. The size of the 

nodule varies from 3 mm to 34 mm in lung CT scans, making the input size decision 

much more difficult. There is no objective analysis in the literature that compares the 

impact of input tensor size on device efficiency. As a result, we wanted to observe and 

compare the impact of feedback on the system's output. Furthermore, we wanted to 

demonstrate whether or not different findings can be used in decision fusion to improve 

efficiency. To observe these results, we'll need to build a finely tuned CNN architecture 

that can handle all input sizes. 

3.1 Dataset 

The initial LUNA16 Challenge dataset provided by the organisers, as well as the 

participants' candidate detection algorithms, shaped the dataset used in this analysis. 

There are 554,670 candidates, but only 766 nodules out of 997 are included in this group. 

The algorithms failed to detect 20 nodules, so they are not included in the list. A.csv file 

is included with the CT dataset. Each candidate's position and corresponding class 

(nodule or non-nodule) are mentioned in this file. There are 557 true positives in the list 

since certain nodules were found several times in different locations. False positives were 

assigned to the remaining candidate points. In other words, just 0.1 percent of the 

candidates are true positives, resulting in a heavily biassed dataset (1:323). 
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3.2 Preprocessing 

The samples in the dataset were carefully analyzed before creating the network 

architecture. Since we decided to use CNN, sample parameters such as the distance 

between voxels were critical. The size of the neural network system's input must be the 

same for all samples during the training phase. Despite the fact that input measurements 

are measured in pixels, real-world dimensions are measured in millimeters. The 

architecture would not produce meaningful results if the same input dimensions 

correspond to different real-world dimensions because it was educated on different 

volumetric sizes. We studied the voxel spaces in all scans to deal with this case. While 

the horizontal axis in figure 1 represents the distance in millimeters, the vertical axis 

depicts the number of samples available for a given distance. This phase eliminated the 

inconsistencies between scans from different scanning machines. As a result of this 

move, the overall sizes of all scans differed. Since we concentrated on the nodules 

themselves in our network system, the overall scan size is unimportant in our algorithm.  

 

 

 

 

Figure 1. Distances between voxels in X, Y and Z axes. 
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The key idea is to use the same voxel scale for all scans so that the voxel sizes 

correspond to the same real-world dimensions. In a typical training scenario for this 

dataset, network parameters will learn the false positive structure since those cases would 

be experienced more often during the training phase. We used transfer learning and 

updated mini-batch techniques to avoid this issue. 

3.3 Proposed CNN Architecture 

 

Figure 2. Proposed CNN Architecture 

When tuning the CNN model, the number of convolution layers, accompanied by 

pooling layers and filter sizes, are the two most critical parameters. As a result, we ran 

multiple tests with various filter sizes and convolutional layer counts. The computational 

difficulties of CNN architectures were planned to be identical in these experiments. It 

was possible to build a sophisticated CNN architecture as shown in Figure 2, but the main 

goal was to fine-tune the model to distinguish input patch sizes. Furthermore, training a 

complex CNN model for this task will take far too long. Just one convolutional layer 

extracts insufficient features. Using more than three convolution layers, on the other 

hand, increases the difficulty and training time. As a result, we compared the models with 

two and three convolutional layers. In most instances, the max pooling layer produces 

better results. As a result, it is used as a phase after the convolutional layer. Finally, 
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dropout is used to improve the model's generalization ability. The rest of the model is a 

traditional ANN. After the completely linked layer, there is only one secret layer. The 

number of nodes in the hidden layer was a critical step in this process. 

3.4 Experimental results 

The challenge organizers included a structure for evaluating model outcomes. The 

Python programming language was used to build the framework. 

 

Figure 3. Sensitivities of the models at 10 false positive rates and scores 

 The system presented maximum, mean, and minimum false positive sensitivities 

per scan ranging from 0.1 to 1 as an output. Figure 3 depicts the scores for five different 

models. For similar CNN architectures, each patch produced different results. When 

SVM and ANN are compared, there is a 0.107 point difference in their ratings, which is a 

significant difference for models that are otherwise quite similar. This situation 

demonstrates the importance of qualified volume size in nodule detection problems. Even 

if a single model yields good performance, it must be compared to a similar model with 

different patch sizes. It can be shown that as the patch size grows, the model's output 

grows as well. Smaller patch sizes have a higher candidate detection probability for 

smaller nodules, despite their lower accuracy. Despite the fact that our primary goal was 

not to increase overall accuracy, the proposed model architecture is comparable to many 
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other submissions. Overall efficiency can be enhanced by using broader and more diverse 

network architectures. 

 

4.CONCLUSION 

The aim of this study was to propose a false positive reduction scheme for 

candidates based on lung CT images, as well as to compare the effects of different patch 

sizes while training the algorithm to improve overall efficiency. Since interpreting these 

scans is a difficult task for radiologists, candidate identification and classification from 

lung CT images are critical. There are several slices to study for a single scan. Reviewing 

these slices takes time and is subject to oversight. As a result, in order to obtain a reliable 

result on these scans, there is a greater need than ever for a CAD device. To minimize 

false positives, a system for CT lung screenings using convolutional neural networks 

(CNNs) is proposed in this study. Another thing we learned from the experiments is that 

the input patch's receptive field is very significant in the training method. Small and large 

volumes concentrate on various characteristics during preparation, and ensembles of 

classifiers outperform individual classifiers. 
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