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Abstract:Cloud Computing is a trending technology where users can access the resources that run 

on servers.Cloud usage has major issues like scheduling and load balancing. As cloud users increase, 

there is an increase in computation costs, decrease in performance, and network traffic. This issue is 

quite common in most of the servers. Load balancing is the process of balancing overloads or 

underloads of the required server. It is required to design a load balancer that has the least CPU 

utilization time for the allocation and utilization of resources. This paper solves the issue of load 

balancing using machine learning algorithms thereby the means to optimize it. The future system 

reduces the waiting period and the energy depletion of the data centres in the cloud by 43.57%. 

Keywords- Cloud Computing, Evolutionary Algorithm, Parallel Genetic Algorithm, Fitness 

Function. 

 

1. INTRODUCTION 

      Cloud Computing is used to provide a service over the internet. The new trend of cloud computing is 

linked to the word 'internet' as the services are provided over the internet. Buying the computing services 

than doing it ourselves reduces cost, time and increases resource reusability. The users can access data and 

applications over a network through cloud computing. It is the use of demanded services on a payable 

basis. It is a virtual platform with elasticated resources. It reduces the burden by eliminating the need to 

install and run applications on a customer's application. Cloud computing mainly focuses on virtualization. 

Deployment of the applications developed using the cloud can be done quickly. Load balancing is a 

method of splitting the workloads and resources among available servers. Load balancing improves the 

resource utilization of the servers, prevents overloading of servers, reduces the migration frequency and the 

network traffic. If many users try to access the resources at the same time, it becomes difficult to manage 

all the requests. Load balancing plays a vital role since it can handle sudden traffic spikes. Load balancing 

also maintains the firmness of the system, prevents system failures thereby improving system performance. 

Task scheduling is the allocation of resources and Load balancing in cloud computing involves optimal 

task scheduling. In this paper, we have proposed enhanced algorithms on how to implement load balancing 

with minimum CPU utilization time using CloudSim. 

In CloudSim, the tasks are referred to as Cloudlets. Cloudlets are tasks that are ready to be executed in 

CloudSim. 

2. LITERATURE REVIEW 
Yang Jiao [1] proposed the planning and implementation of Distributed system-based webserver which 

aimed to extend the performance of the server. Moreover, as against the previous works, the scheme can 

further improve the security and prediction models. It improves the network performance of the server. 

The client request is assigned to the server that has the littlest ratio of the present number of connections to 

the weighted value. It used the ratio method to seek out the load of the server. The weighted value is then 

optimized and therefore the performance is tested. It mainly focuses on improving the safety of the 

distributed systems by using the Markov models to research the prediction models. 

      Gherbi et al [2] proposed a machine learning technique to classify virtual machines based on Central 

processing Unit (CPU) and Random Access Memory (RAM) utilization, to categorize user tasks based on 
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size. The objective of our research to allow more resources dynamically to reduce the number of job turn 

downs. The group of virtual machines is generated in a data center bottomed upon resource requirements. 

The tasks with identical weights are grouped. Firstly, the tasks are classified into heavy, medium, or light 

tasks. Finally,the mapping of tasks to the convenient virtual machine group is done. The proposed 

algorithm follows steps include virtual machine utilization classification, retrieval of information from log 

files, computing the needed resource for all the task and grouping the tasks, assigning light virtual machine 

in the heavyweight or standard group, computing utilization of each virtual machine.The load balancer 
workload has been minimized by sharing the same virtual machine. 

      Mohammed Samiullah [3] proposed a load aware matrix approach in load balancing which reduce the 

waiting time of high-time consuming task, operation delay. The objective is to establish a dynamic load 

balancing algorithm and study response time, performance time, waiting time, scalability, power 

consumption, speed of virtual machines. It describes a min-min algorithm which requires a minimum time 

of complication and fewer resources, max-min algorithm where the task which requires more resources are 

executed first, Ant colony load balancing algorithm to distribute the load among virtual machines, Honey 

bee load balancing algorithm used in a heterogeneous environment where the newly arrived task assigned 

to the least loaded virtual machine, Resource-aware scheduling algorithm which is the combo of min-min 

and min-mix removed the fault in those algorithms, Active monitoring load balancing algorithm that has a 

load balancer which maintains increasing and decreasing connection in each node. 

Chen et al [4] proposed a load balancing algorithm supported the server running state which calculated 

comprehensive loading consistent with network traffic, CPU utilization and memory utilization, and 

service. It followed load balancing strategies Random algorithm where the server is assigned in a random 

way to the client request, Round robin algorithm where the controller assign the server for the client 

request in a definite order, Server-based load balancing algorithm the system selects a system based on the 

probability, Open flow-based load balancing algorithm where all the clients use the virtual IP address to 

access the servers. It resulted that server-based load-balancing algorithm is better than the random or 
round-robin in assigning the user and balanced utilization of CPU for each server.  

Foram et al [5] proposed a load balancing algorithm to improve the performance by dividing the jobs 

between various processors. Lined on the present status of the framework they grouped two algorithms, 1. 

Static load balancing algorithm and 2. Dynamic load balancing algorithm. In a static load balancing 

algorithm, the commonality of utilizations and assets of the framework is required. At the place of 

occupation appearance, the presentation of the virtual machines is settled. In a dynamic load balancing 

algorithm, the choice for load adjusting relies upon the present status of the framework which helps in 

improving the general execution of a framework by moving the load progressively. It additionally 

illustrated other static load balancing Round Robin, Equally Spread current augmentation load, Throttled 

load adjusting, and Adaptive asset allotment. It focused in on two boundaries first and foremost, load on 

the server and furthermore, the current performance of the server which expands customer fulfillment, 
asset usage, and lessening the reaction time and the energy utilization. 

Jemimaand Varsha [6][7]proposed a max-min algorithm and a min-min algorithm for job scheduling. 

The minimum completion time for each task is calculated for all the machines. This process goes on until 

all the tasks are assigned to a machine.  The task with overall minimum completion time is picked and 

assigned to the corresponding machine. The smaller task is executed first later the larger task are executed 

which resulted in poor machine use. The max-min algorithm is similar to a min-min algorithm. In max-

min, the minimum completion time is computed for each job that with overall maximum completion time 

is picked and assigned to the corresponding machine. 

Yu et al., [8] proposed a Stochastic Load Balancing for Virtual Resource Management in Datacenters 

where their scheme provides a probabilistic guarantee against overloading. It labels the resource 

distribution on virtual machine demand and resolves the hotspots and virtual migration with the demand of 

resources. The migration cost has been minimized in consideration of network topology and the 
performance is improved. 

In the existing min-max algorithm, the cloudlets have to be sorted as per the completion time in the 

ascending order, which consumes lots of time as the tasks that have the largest completion time has to wait 
until all other small 

tasks are completed and this might even leave the largest cloudlets incomplete. In the max-min algorithm, 

all the cloudlets that have the largest execution time are completed first. The cloudlet with the shortest 

execution time may have to wait until all the large tasks have completed its execution. 
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3. RELATED WORK\ 

Recently, several cloudlet-scheduling techniques are developed to unravel the scheduling problem. Two 

sorts of algorithms are developed; heuristic algorithms and meta-heuristic algorithms. Heuristic algorithms 

use predictions to realize a near-optimal solution [8]. On the opposite hand, the meta-heuristic methods 

directly search the answer space and produce efficient results on the broad domain problems, but these 

methods have time complexity [9]. Genetic Algorithm (GA) and Ant Colony Optimization (ACO) are 

famous algorithms. In [10], the authors use GA with ACO to develop a two-phase algorithm for the 

scheduling process. Within the first phase, the authors apply one GA generation and choose the only 

solution. Within the second phase, they apply the ACO algorithm, using the GA solution because the initial 

solution, to get a near-optimal solution.  

4. CLOUDLET ASSIGNMENT ALGORITHM 

To complete a task, one might need more computation time than the other tasks or even less which 

might lead to overload or underload. It is quite impossible to store the data too. This paper follows an 

algorithm where it uses the strategy of virtual machine scheduling. If the size of the cloudlet that needs to 

be executed is small, it is allocated to a virtual machine that has storage that could make the task execute 

optimally. Evolutionary algorithms play a vital role here. A parallel Genetic Algorithm, which is similar to 

the divide and conquers method is used. It splits the huge task into subtasks which get assigned to virtual 

machines. In a Parallel Genetic Algorithm, each process is not dependent, they run on their own. The 

selection of individuals from different groups and crossing them over is the crossover phase. The fitness 

function is applied where the cloudlet having the optimal fitness value is assigned to a virtual machine 

based on the PSO algorithm. For example, if the size of the task to be executed is 1GB, it can allocate to 

VM1, VM2, or VM3 which has 1.5GB,2GB,3GB memory respectively. To avoid the wastage of memory it 

is allocated to VM1 since it has the most optimal fitness value. 

 

Cloudlet Assignment algorithm based on Parallel Genetic algorithm is as follows: 

Cloudlet Assignment Algorithm 

1.  Start 

2.  Number_of_cloudlets = X; 

3.  Number_of_Vm = X; 

4.  Number_of_datacenter = X; 

5.  startTime = System.nanoTime(); 

6.    //create datacenters, virtual machine and brokers. 

7.    //create and submit cloudlets to the broker. 

8.    //train the data 

9.  populationset = Init 

10. if (cloudlet < Vmsize)  

11.  //apply fitness function 

12.  //Assign to Virtual machines 

13. Endtime = System.nanoTime(); 

14.  //Calculate execution time 

15. return cloudlet_list; 

16. Stop 

_______________________________________________ 

 

This algorithm is illustrated by a graph in Fig.1on how the cloudlets are assigned to virtual machines. 
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Fig.1 Cloudlet Assignment  

 

5. ENHANCED MIN-MAX ALGORITHM 

We have proposed an enhanced min-max algorithm where the cloudlets and the virtual machines are 

clustered based on each cloudlet’s execution time. K value was selected based on the server load and the 

distance between the sample points. It was found that the waiting time of the proposed algorithm took 

lesser time than that of the traditional min-max algorithm and max-min algorithm. 

The Enhanced min-max algorithm is as follows: 

Step 1: Start. 

Step 2: Create datacenters, virtual machines and brokers. 

Step 3: Compute the completion time of the cloudlets and 

             add to the cloudlet_list. 

Step 4: Consider tasks as sample points.  

Calculate the largest distance between the sample points which are far. 

Step 5: Calculate the clustering centres. 

Step 6: Cluster the cloudlets based on the clustering centres. 

Step 7: Similarly cluster the virtual machines and assign the clustered cloudlets to them. 

Step 8: Stop. 

6. RESULT ANALYSIS 

The proposed cloudlet assignment algorithm is found to be efficient since it saves the memory space 

and is similar to Support Vector Regression. It is illustrated in Table 1. 

 

Table 1. Cloudlet Assignment Algorithm 

 

Cloudlets 

(MIPS) 

VMSize Fitness 

Value 

700 750 22.84 

450 550 19.04 

150 250 17.01 

750 850 16.01 

150 200 16.12 

150 250 17.28 

150 200 17.21 

900 1000 21.87 

100 200 18.36 

950 1000 89.90 

500 700 18.90 

700 800 20.75 

50 100 15.54 

250 300 24.32 

200 300 15.52 
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Fig.2 Comparison with the existing and the proposed algorithms 

 

In Fig.2, 1 represents the existing algorithm and 2 represents the proposed cloudlet assignment. 

Cloudlets are expressed in MIPS which is Million Instructions Per Second.  

In comparison with the existing min-max algorithm and the proposed min-max algorithm, the total 

execution time is found to be efficient. Consider 10 cloudlets and the length of the cloudlets as in Table 2. 

Table 2. Cloudlets and their length 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 3. Waiting time of the min-max algorithm 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 3. shows the waiting time of cloudlets in the min-max algorithm. All the cloudlets are sorted 

in ascending order based on the Execution Time (ET) such that the cloudlets(tasks) are executed in the 

above order. The cloudlet T4 has to wait for 1370 msec until all other tasks are executed. 

 

 

 

 

 

Cloudlets Length 

T1 400 

T2 600 

T3 350 

T4 750 

T5 800 

T6 950 

T7 1000 

T8 550 

T9 650 

T10 600 

Cloudlets ET 

(msec) 

Waiting 

Time(msec) 

T5 100 0 

T1 120 100 

T8 125 220 

T9 140 345 

T2 145 485 

T6 150 630 

T7 180 780 

T10 200 960 

T3 210 1160 

T4 220 1370 
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Table 4. Waiting time of Enhanced min-max algorithm 

 

Cloudlets ET 

(msec) 

VM    Waiting 

time (msec) 

T5 100 VM1 0 

T1 120 VM1 100 

T8 125 VM1 220 

T9 140 VM2 0 

T2 145 VM2 140 

T6 150 VM2 285 

T7 180 VM3 0 

T10 200 VM3 180 

T3 210 VM3 380 

T4 220 VM3 590 

 

Table 4. shows the proposed min-max algorithm. The waiting time of all the cloudlets is reduced 

when they are clustered to virtual machines thereby, optimizing the traditional min-max algorithm. 

7. SETUP ENVIRONMENT 

1. Server Configuration:  

1) Processor:  Intel® Core™ i5-7200 CPU @ 2.50GHz 2.70GHz 

2) RAM: 4.00 GB or more 

3) Operating System: Windows 10 (64 bits) 

2. CloudSim Version: CloudSim 4.0 – Library for simulation of cloud scenarios. 

3. NetBeans: 7.1, JDK 1.8 – to integrate with the CloudSim.  

8. CONCLUSION 

This paper proposed a machine learning algorithms which reduce the computation costs, the ability to 

handle sudden traffic increase, and the overloading ofservers in the cloud. The enhanced algorithms 

developed and simulated in this project work are very efficient to improve the load balancing concept. It 

decreases the overall waiting time of the cloudlets. Thereby, the goal of load balancing is achieved. The 

future scope is to optimize the algorithm for further reduction of computation costs and network traffic 

spikes. 
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