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Abstract 

Leukemia is the kind of cancer caused in bone marrow due to the immature leukocytes. The manual 

blood testing method is a slow process and required more time with less accurate detection results. 

Several methods are available for the detecting AML from the images of blood cell. The major 

motive of this work is for developing the efficient technique for leukemia detection. The proposed 

approach developed the enhanced Deep CNN with arithmetic optimization algorithm based leukemia 

detection from the peripheral blood cellimages.Here, AML is detected by the process namelypre- 

processing phase, segmentation phase, feature extraction phase, and classification phase. In the pre- 

processing phase, the unwanted noises and redundant data are removed. The nucleus as well as 

masked cell image is segmented by utilizing the modified distance regularized level set evolution 

(DRLSE) algorithm. Then the feature extraction as well as the classification is carried out by 

theDCNNfor the recognition of the normal images and also the AML infected images. The 

classification accuracy and the performance are improved by the arithmetic optimization algorithm. 

The analysis is carried out by utilizing the image from Munich AML Morphology Database and 

CPTAC-AML and performance is computed dependsupon the metrics such as accuracy, precision, 

sensitivity, and specificity. The experimental results revealed that the proposed DCNN-AOA 

classifier has achieved the highest accuracy of 99.82%. The performances of the proposed classifier 

are compared to other approachesand the analysis shows that this method provides better 

performance when compared to othermethods. 

Keywords: Leukemia, acute myeloid leukemia (AML), bone marrow, segmentation, modified 

DRLSE, classification, Deep CNN, Arithmetic optimization algorithm, 

 
1. INTRODUCTION 

A white blood cell performs the significant part in the detection of various diseases hence the 

information extractions regarding diagnosis purpose is helpfulforclinicians. It represents blood 

cancer, and the detection of leukemia depends upon the point that the count of the white cells is 

maximized by theblast cells that are immature and reducedneutrophil[1]. The stem cells are 

extremely tinybut able to duplicate the white blood cell numbers, platelets, and red blood cells  

whenever motivated. The stem cells consist of two groups, the first group represents myeloid stem 

cells which emerge into leukocytes, platelets, and erythrocytes and the next group is the lymphoid 

stem cells that is emerged into other type of leukocytes called B-cells as well as T-cells [2]. 

Leukemia isthe form of cancer that damages the WBCs. Leukemia affected patients 

containshugeamount of irregular WBC. The unnecessary WBCquantity results in the reduction of 

healthy blood cells. It is the group of several blood disorders originated in the bone marrowso 
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theirregularWBC are not in the maturedtype called blast cells [3]. Acute leukemiais type of the 

cancer that expands quickly and makes bad suddenly whereas, chronic leukemia expands gradually 

and makesworstslowly concerning the time.Leukemia is identified by calculating thetotal blood 

cellnumbers and then the RBCnumbers and WBC numbers are compared by haematologists. Hence, 

the process of computing the blood cells with the help of a microscope is tiring and time-consuming 

[4]. The image detection using a microscope contains various outcomes and cannot have apparent 

standards because the process depends on the haematologist’s knowledge. The other methods 

utilized for computing the blood cell counts are flow cytometer, molecular probing, and 

immunophenotyping are utilized as the standard leukemia investigation but this method is regarded 

as costly [5]. AML is considered as the commonleukemia in grown person by 3 to 5 cases per 100, 

000 peoples. About 20, 000 new cases are detected in a year, half of them have died from this 

disease. AML is the hematopoietic malignancy which has high number of cases and also has high 

mortality. It is common in adults aged more than 65 years and about 16-21% of childhood leukemia. 

The primary detection and treatment are important for the reduction of the death rate of the patients 

[6]. 

The world health organization published the revisions of acute leukemia and myeloid neoplasms in 

2016. The updated classification in 2016 integrates the medical attributes, cytogenetics, molecular 

genetics, andimmunophenotyping to describe the disease creatures with clinical importance [7]. The 

fundamental protocol demonstrates the process for tagging the bone marrow or peripheral blood 

cells. This tagging is done by the integration of antibodies which permits instantaneous dissection of 

standard hematopoietic maturation and detection of residual AML. It is composed of the support 

protocol arguing the methods utilized for the understanding of the resultant flow cytometric data. 

The traditional detection method is the elaborated examination of blood components and the bone 

marrow biopsy. The latter one is painful and the persistent process that provides the psychological 

disturbance and other linked discomforts [8]. 

The bone marrow biopsy results are not provided earlier in some of the general hospitals. This causes 

emotional stress, a bit like hanging loose in the hot air. The patients have the risk of death before the 

treatment, when the diagnosis results are late [9]. The blood cell image recognition as well as the 

identification by the automated system includes the cell segmentation, morphological feature 

extraction, and classification. The segmentation of cells is a major role in the detection of AML. The 

segmentation of cell is to detect the nucleus and cytoplasm edges. The ratio of the nucleus or 

cytoplasm is more significant for the blast recognition and the detection of AML [10]. This paper 

proposes the novel method for the detection of AML from the image groups by four processes, pre- 

processing, segmentation phase is using modified distance regularized level set evolution 

(DRLSE)algorithm, feature extraction the classification process using Deep CNN with the arithmetic 

optimization algorithm. The major contributions of the paper are 

 Segmenting the nucleus by using modified distance regularized level set evolution approach 

 Proposing the DCNN for the accurate acute myeloid leukemiaimages classification. 

 Utilizing the arithmetic optimization algorithm for the enhancement of the classification accuracy 

and also to enhance the performance of the classifier. 

The remaining sections of the paper are as pursues. Section 2 depicts the existing work summary 

regarding AML detection. The proposed methodology for the detection of AML is explained in 
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Section 3. Section 4 articulates the dataset, performance measures, and performance analysis. Section 

5 finishes the paper. 

 
2. SUMMARY OF EXISTING WORKS 

Through the last two decades, associates are working dynamically in the medical image processing 

area and proposed several methods. The main steps in the automated detection are white blood cell 

segmentation for the extraction of the cytoplasm and nucleus pursued by feature extraction as well as 

classification. This section describes the literary works about acute myelogenous detection and 

described in Table 1.Su J et al. (2017) proposed a Hidden Markov Random Field (HMRF) for the 

detection of AML from the 61 bone marrow aspirate images. The performance measures such as 

accuracy and efficiency were evaluated using this method. The identification of blast for the AML 

detection was not possible using this method [11]. 

Aypar et al. (2019) proposed next-generation sequencing (NGS) to detect the structural abnormalities 

and copy number alterations for enhancing the diagnostic yield for the patients suffered from AML. 

The data collected from 20 karyotypically -normal AML and 68 known -abnormalsamplesfor the 

performance evaluation purpose. Accuracy is the performance measure for the recognition of AML. 

The new abnormalities during the genome linked with myeloid malignancies detection were difficult 

[12]. 

Harjoko A et al. (2018) proposed Momentum Backpropagation artificial neural networkand Active 

Contour with no Edge (ACWE)for the classification of subtypes of AML. The database of 734 data 

obtained from Dr.Sardjito Hospital Yogyakarta. Accuracy, precision, sensitivity, and specificity were 

the measures utilized for the performance evaluation [13]. 

Matek C et al. (2019) proposed a Convolutional neural network for the leukocyte classification and 

the performances of the network is evaluated when compared with inter and intra-expert 

inconsistency. The database of 100 patient’sdetected withvariousAML subtypes at the Leukemia 

Diagnostics Laboratoryat Munich University Hospital among 2014 and 2017. The performance 

measures such as precision, sensitivity, and specificity were utilized for the evaluation purposes. This 

method has poor performance and difficult to diagnose the haematological malignancies [14]. 

Rawat J et al. (2017) proposed an SVM classifier by the kernel function for the analysis of myeloid 

and lymphoid cells. 420 blood microscopic images obtained from the online hematology in 

American societywas the database employed for the performance evaluation. The performance 

measures such as accuracy and Cohens Kappa value utilized for the evaluation purposes. The major 

drawback of this method was low quality and low precision [15]. 

Kaur J et al. (2018) implemented the K-means clustering method for the classification of cells and 

the Independent component analysis (ICA) algorithm is utilized for the extraction of features. The 

feed-forward neural network was employed for the classification of cancer detection. The database 

was collected from the ALL-DB site and UCI machine repository. The performance measures such 

as false acceptance rate, accuracy, false rejection rate, and mean square error were computed for the 

performance evaluation. This method was not possible to describe the accurately described 

highlighted extraction process [16]. 

Agaianet al. (2014) proposed SVM and cross-validation mechanically identifies and segments the 

AML in blood smear images. The database of 80 images acquired from the American Society of 

Hematology (ASH). The measures namelysensitivity, precision,F-measureand specificitywere 
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utilized for the performance evaluation purposes. Gathering more samples to obtain better 

performance was difficult using this method [17]. 

Kumar P et al. (2017) projected the new technique was examined to identify the presence of AML. 

The microscopic blood smear images were obtainedfrom the American Society of Haematology 

(ASH)were utilized as database. Execution time and accuracy were the measures utilized for the 

performance evaluation. The SVM was the classifier utilized for the classification of AML detection. 

Different subtypes of AML were not possible to detect using this method [18]. 

 
Table 1: Literary works about the AML detection 

References Method Database Measures Limitations 

Su J et al. 

(2017) [11] 

Hidden Markov Random 

Field (HMRF) 

61 bone marrow 

aspirate images 

Accuracy and 

efficiency 

Difficult  to 

identifytheblast 

for the AML 

detection 

Aypar U et 

al. (2019) 

[12] 

NGS based methodology 20 karyotypically - 

normal and 68 known - 

abnormal AML 

samples 

Accuracy Difficult    to 

detect   new 

abnormalities 

during    the 

genome  linked 

with myeloid 

malignancies 

Harjoko A 

et al. (2018) 

[13] 

Active Contour Without 

Edge (ACWE) approach 

and Momentum 

Backpropagationartificial 

neural network technique 

734 data attained from 

Dr.Sardjito Hospital 

Yogyakarta via ethical 

clearances 

Accuracy, 

precision, 

sensitivity and 

specificity 

Less sensitive 

to input image 

Matek C et 

al. (2019) 

[14] 

Convolutional neural 

network 

100 patients detected 

with variousAML 

subtypes at the 

Leukemia Diagnostics 

Laboratory at Munich 

University Hospital in 

between 2014 and 2017 

Precision, 

sensitivity and 

specificity 

Poor 

performance 

and difficulty to 

diagnose the 

hematological 

malignancies 

Rawat J et 

al. (2017) 

[15] 

SVM classifier with 

kernel functions 

420 blood images 

obtained from the 

online repository 

offered        by        the 

hematology in 

American society 

Accuracy, 

Cohens Kappa 

value 

Low quality 

and precision. 
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Kaur J et al. 

(2018) [16] 

ICA feature extraction 

Feed-Forward neural 

network 

ALL-DB site and UCI 

MACHINE 

REPOSITORY 

accuracy,Mean 

square error 

Accurately 

describing 

highlight 

extraction 

process was not 

possible 

Agaian S et 

al. (2014) 

[17] 

SVM and cross- 

validation 

80 images obtained 

from American Society 

of Hematology (ASH) 

Precision, 

sensitivity, 

specificity and 

F-measure 

Gathering more 

samples to 

obtain better 

performance 

was difficult 

Kumar P et 

al. (2017) 

[18] 

SVM Blood smear images 

obtained from the 

American Society of 

Hematology (ASH) 

Execution 

time, accuracy 

Different 

subtypes of 

AML was not 

possible to 

detect 

 

3. PROPOSED METHODOLOGY 

In this proposed approach, the four phases are elucidated; pre-processing phase, segmentation phase, 

feature extraction phase, and classification phase. Initially, in the pre-processing stage, the unwanted 

noise signals are removed and the image quality is improved. The second phase is the segmentation 

process in which the nucleus is segmented from the whole dataset. For the process of segmentation, 

the modified regularized level set evolution approach is utilized. The next phase is the feature 

extraction as well as the classification process. In the classification process, the AML cells and the 

normal cells are recognized by the deep convolutional neural network. The classification accuracy is 

enhanced by using the Arithmetic optimization algorithm. The block diagram of the proposed 

approach is portrayed in Fig 1. The detailed description of the proposed diabetic retinopathy 

detection is explained below. 

 
Pre-processing 

The images obtained from the digital microscope are typically in the color space of RGB in which 

the segmentation is complicated. Theimage environment and theblood cellssignificantly changewith 

respect to theintensity and color. This occurred because ofvarious causes like settings of the aging 

stain, camera and altering illumination [18]. To make the segmentation more robust regarding these 

changes, an adaptive scheme is utilized. The RGB is transformed to CIELAB. Next, only two 

colorelementssuch asaand b are intended to estimate the human vision. At last, the 

colorelementssuch asa and b are utilized to create the correct color balance improvements. 

InD∗a∗b∗color space, the dimension D indicates the color lightness, dimension a* indicates the 

location among the red and green, and the dimension b* indicates the location blue and yellow. 

Because of its perceptual uniformity, D*a*b creates the visual alterations in the identical amount of 

the color value. The pre-processing stage is utilized to eradicate the annoying noise from the 

obtained image. The entire input image color informationis indicated ina* and b*. Thus, the image 

from thepre-processing stage is utilized for the segmentation of nucleus. 
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Fig 1: Block diagram of proposed AML detection 

 
 Segmentation 

The main objective of image segmentation is for extracting the significant data from the input. The 

segmentation method plays an important position because the proficiency of the consequent feature 

extraction as well as the classification depends upon the myeloblasts precise recognition. For the 

accurate nucleus segmentation,the modified DRLSE[36]technique is utilised. 

 
3.2.1. Modified DRLSE: 

The distance regularized has several merits when compared with the traditional level set method, 

with respect to initialization. Itdirects to the imperfect nucleus segmentation when it contains both 

weak and sharp edges appeared at various areas of the nucleus. When weak boundary is occurred in 

conjunction with little alterations in the concentrations, it is not perfectly identified by the edge 

indicator that leads to inaccurate segmentation. Hence, this research proposed the integration of the 

Region scalable fitting (RSF) concept in the DRLSE [20] for the improved segmentation. RSF-based 

segmentation operates in weak edges because it accounts for regional intensity information however 

suffers from the process of re-initialization [23]. RSF [22] applied on the DRLSE that enhances the 

time and the computational complexity [24]. 

The level set formulation [21] (LSF) has the edge and region-based fitting energy factor, then the 

regularisation factorisfor evading the difficult re-initialisation scheme. It decreases the computational 

complexity because it contains onlyintensity data integrated to the DRLSE equation in place of 
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

1 

1 

1 



simply merging into the structure. This segmentation methodis to conquer the drawbacks of the 

DRLSE method. 

The functional equation of the energy is achieved by integrating the RSF and DRLSE. The region 

scalable fitting (RSF) factor is expressed as: 
    L  a b J b F a2 

 N  bdb 1      1 1 (1) 
 2  

L  a b J b F  a   N 
2 

 

 bdb 

From Eqn. (1),   represents the energy functional,  represents the constant, 1 and 2 represents 

the positive constants, J brepresents the intensity of the image included in the above fitting energy, 

F1 aand F2 arepresents the two values that estimated the intensity of the image in the fields 1 and 

2 , L represents the function of the non-negative kernel. 

The equation of the DRLSE for LSF is represented as 

    
q  da    

h    da   h G    da (2) 

From Eqn. (2), q represents the potential function,   0 represents the constant,   0 represents the 

coefficient of the area factor,  represents the coefficient of the weighted area factor. The role of h in 

the energy factor is slowing down wheneverthe zero-level contour expands or shrinks. When it 

reaches the object edges the term h obtains the smaller values. The term  and G represents the Dirac 

delta function as well as the Heaviside functions correspondingly. 

The approximations for the line as well as the area factor in the DRLSE structure is represented as 

1   
L a b J b F a 2 

 N bdb  h    da 


(3) 
 L  a b J b F  a 2 

 N  bdb    hG  da 
 

  

(4) 

2       2 2   

The resultant equation is formed by integrating Eqns. (2), (3) and (4). 

    Sq  

   
h J b F a 

2 
 N bdb (5) 

  
h J b F2 a 

2 
 N bdb 

From Eqn. (5), N1 and N2 represents the Heaviside as well as the Dirac delta function described in the 

2ndfactor and the3rdfactors of Eqn. (2) that is employed in the resultant evaluation. In Eqn. (5), the 

edge indicator factor h is obtained from the DRLSE structure, h J b F a 2 
 N bdb 

represents the estimation of the regional intensity obtained from the RSF structure from field 1 

(within the boundary), and h J b F2 a 
2 
 N bdb represents the estimation of the regional 

intensity obtained from the structure of RSF from field 2 (outer boundary surface). The DRLSE 

boundary indicator scheme utilized here is h  boundaryindicator. 

L (a  b)  h (6) 

 

 AML detection using Improved Deep CNN 

The discriminative features play a significant part in the classificationprocess. There are several 

features that confuses the classifier and very few features are not adequate for the classification 

2 



2 

1 

1 

2 

1 

2 
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d e 

1 1 2 

d 

d , p 

perfectly. For the classification, train and test the various features and classifiers. The classifier is 

organized corresponding to the data intended for the effective outcomes, so the data is classified into 

the training database as well as the testing database. This paper proposes the deep learning method 

with CNN for the classification of AML cells and the normal cells. The finalDCNN three layers are 

fully connected layer, SoftMax layerand the classification layer, and fine-tuned for the new layer of 

the classifier. Thesegmentation output is given to the proposed Deep CNN for the acute myeloid 

leukemia (AML) cells classificationand the normal cells. This proposed classifier establishes the 

classification, and with the help of Arithmetic optimization algorithm (AOA), the accuracy of the 

classifier is enhanced. The architecture of the proposed DCNN with the AOA classifier is described 

in Fig 2. 

 
Framework of the proposed DCNN classifier 

The structure for the detection of AML classifier is described in Fig 2. The optimum weights are 

established using the optimization achieving proper classification results. The fundamental 

framework of the DCNN is concisely described [25]. The developed from of CNN is Deep CNN and 

hence the deep learning is promoted. Deep CNN consists of convolutional layers, fully connected 

layers and pooling layers. Once the features are extracted from the samples of the segmentation, then 

it is given to the convolutional layer. The convolutional layer intends to develop the classification of 

AMLmap. Next,the map of the feature tolerates thesubsampling in the pooling layer and lastly, the 

fully connected layer executes the AML categorization. Every layer is supplied by the factors of 

weight basedkernelfor the output collection. 

Convolutional layer: This layer obtains the attributes from the output of the segmentation. DCNN 

consists of the convolutional layer sequences. The feature vectors and the trained weights are 

integrated to establish the Convolutional layers feature map. This layer forwards the data to the next 

layer viathe activation function. The value of the input vector coming to the Deep CNN 
convolutional layer is expressed as, 

c c , c , ... , cq ,..., cn  (7) 

From Eqn. (7), n represents the total convolutional layer numbers isutilized in the DCNN, and cq 

represents theDCNNs q th convolutional layer. The convolutional layer output is expressed as, 

O q 





g , h  Y q 





g , h 

K p 1      mk mk 

   




q 

d , p 

 

 

 
g , h 

 O q 



g  e, h  f 

 
(8) 

p 1 e   mk   f   mk 
1 2 

Where  represents the convolutional operator, Oq  represents the feature map given as the 
d   g  e, h  f 

input, K p 1 indicates the features obtained from the earlier layer, Y q  represents the convolutional 
1 e     g , h 

layer bias, and H q 
 

 
g , h 

represents the weight of the convolutional layers. 

Pooling layer and Rectified linear unit (ReLU):ReLU layer contain the activation function used for 

adjusting theconvolutional layer outputs. In addition to this, the rectified linear unit layer assures 

efficiency and hence it assists in trading the large networks. The ReLU output is expressed as, 

Oq  Fn Oq 1  (9) 
d d 

H 



2 


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2 3 

From Eqn. (9), Fn  represents the q th layer activation function offered. Next, the reactivation linear 

unit output transmits in the direction of the pooling layer. The pooling layer practices the input via 

the local areas with no bias and weights. 

Fully connected layers: For the classification of the image, the entirefeatures areintegrated in the last 

fully connected layer. Both theSoftMax layer and the classification layer is utilized for the 

classification. When the information is provided to the fully connected layer, the output is obtained 

from the pooling layer. The input is given to the fully connected layer for executing the classification 

as well as the output is expressed as, 
K p  1K p  1K p  1 

Cq T yq  with yk    Pq

 Oq 1  (10) 
e e e  

p 1 g 1 h 1 

e, p, g , h e 

g , h 

From Eqn. (10), q 

e, p, g , h represents the weight linking g, hof the pth feature map of the layer q 1 

and eth unit in the layer k . Every output of the three layers represents the weights that play an 

important role in the compilation of output. The deep CNN classifies the AML cells as well as the 

normal cells. For the optimal classification of the AML infected cells, utilizethe Arithmetic 

optimization algorithm. This optimization algorithm is utilised to enhance of the DCNNs 

classification accuracy. 

 

Fig 2: Structural Design of the proposed DCNN-AOA classifier 

 
 Arithmetic optimization algorithm 

The arithmetic optimization algorithm is utilized with deep CNN to enhance the performance of the 

Deep CNN. This optimization algorithm is employed to improve the classification accuracy and also 

to improve the classification results. The global optimal solution is obtained by using an adequate 

number of arbitrary solutions as well as optimization repetitions. The optimization algorithm is 

composed of two main stages: exploration as well as exploitation. The exploration stage refers to the 

wide exposure of search space by the of the algorithm search agents to neglect the local solutions. 

1 

P 
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



The exploitation stage provides the accuracy enhancement for the obtained solutions. The 

exploitation as well as the exploration stages are obtained by using arithmetic operators like addition 

(A), subtraction (S), multiplication (M), and division (D). This optimization algorithm is the 

population-based meta-heuristic algorithm that is used to solve the optimization issues devoid of 

computing their derivatives. 

Inspiration: 

Arithmetic is the main element of the number theory and it is the most significant part of the current 

mathematics, along with algebra, analysis, and geometry. The arithmetic operators are the 

conventional evaluation metrics utilized for studying the numbers [27]. The simple operators are 

utilized to compute the best component from the set of candidate alternatives. The behavior of the 

arithmetic operators and the manipulation of the proposed algorithm is discussed in the subsequent 

sub-sections. 

Initialization: 

The optimization procedure in the arithmetic optimization algorithm starts with the candidate 

solutions U sets depicted in the below matrix produced arbitrarily. The optimal candidate solution 

in every repetition is regarded as the optimal-achieved solution. 






U  


u
1,1 

u
2,1 

 

⁝ 

   u1, k 

   u1, k 

    

⁝ ⁝ ⁝ 

u
1,1 

 

 

⁝ 

u
1, m    

u
1, m    
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u
M 1,1 


   u

M 1, k 
 u

M 1, m 


u
M ,1    uM , k u

M , m1 
u

M , m   

The optimization algorithm chooses the search space before the algorithm begins to operate. Hence 

Math optimizer accelerated function (MOA) represents the coefficient computed using Eqn. (12) 

utilized in the subsequent search stages. 
 M ax  Min 

 M OA P _ Itr  Min  P _ Itr 



m _ Itr 

(12) 

Where MOA P _ Itr  indicates the value of the function at the t threpetition that is computed as per 

the above equation. P _ Itr represents the present iteration that lies among 1 and the highestiteration 

numbers m _ Itr , Max and Min represents the maximum and minimum accelerated function values 

correspondingly. 

Exploration stage: 

The exploratory behavior of the arithmetic optimization algorithm is explained in this section. The 

mathematical operators such as division or multiplication have the high distributed values that 

executesthe exploration search method. These two operators cannot simply loom the goal because of 

their high dispersion when compared with other operators such as subtraction as well as the addition. 

The function is utilized that depends upon employing the four numerical operations to express the 

consequences of the various distribution value operator's.Thus the exploration stage search identifies 

the near-optimal solution which is assumed after various iterations. Moreover, the operators in the 

exploration stage such as division and multiplication are operated in the optimization stage to support 

exploitation stage in the process of search via the improved communication among them.The 
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b ( j ) 

b ( j ) 

operators in the exploration stage are to discover randomly search area on various areasand method 

to compute the optimal solution that depends upon the two major schemes like multiplication(M) 

search scheme as well as division(D) search scheme that are expressed in the below equation.The 

explorationsearching stage is trained by the math optimizer accelerated function for the ailment 

a1 M OA ( a1represents the arbitrary number). The first operator i.e., division operator (D) in this 

stage is trained by a2  0.5 and the other operator i.e., multiplication operator (M) is neglected till the 

first operator ends the present task. Else the second operator (M) is connected to execute the present 

task in place of D ( a2 represents the arbitrary number). The subsequent equations are utilized for 

updating the position in the exploration stages of this paper. 

u P _ Itr 1 
bestuk

 M OP  U 
 

b ( j ) 
 Lb ( j )    L , a2  0.5  (13) 

 

j , k  bestu  M OP U 
 
 

b ( j )  Lb ( j )    L  otherwise 

From Eqn. (13), uj,k  P _ Itr 1represents the j th solution in the subsequent iteration, u j, k P _ Itr 

represents the k th location of the j th solution at the present iteration, and bestuk  represents the k 

th location in the best-achieved solution,  represents the small integer number, Ub( j) and Lb ( j ) 

represents the value of the upper bound as well as the lower bound value of the k th location, 

correspondingly.  represents the control factor for adjusting the search scheme that is predetermined 

equal to 0.5 with respect to the experiment of this research. 

Exploitation stage: 

The exploitatory behavior of the arithmetic optimization algorithm is explained in this section. The 

mathematical operators such as addition (A) or subtraction (S) have the high dense values that 

consign to the exploitation search method. These two operators cannot simply reach the goal because 

of their low dispersion when compared with other operators such as subtraction as well as the 

addition. Thus the search in the exploitation stage identifies the near-optimal solution which is 

assumed after various iterations. Moreover, the operators in the exploitation stage such as addition 

and subtraction are operated in the optimization stage for supportingthe exploitation stage via 

improved transmission among them.Theexploitation search stage is prepared by the mathoptimizer 

value enhanced function for the ailment of a1is not bigger than the present MOA P _ Itr  value. The 

operators of the exploitation like addition (A) or subtraction (S) of arithmetic optimization algorithms 

discover the search region genuinely on various opaque areas and the approach to evaluating the 

optimal solution depends upon the two major search schemes i.e., addition (A) search scheme or 
subtraction (S) search scheme that is described in Eqn. (14) 

u P _ Itr 1 
bestuk

  M OP U 
 
 
b ( j ) 

 Lb ( j )    L , a3 0.5  (14) 
 

j , k 
   M U  L    L , otherwise 

best uk 
 

OP b ( j ) 

 

b ( j ) 

 

b ( j ) 

The first operator (S) in the exploitation stage is adapted by a3 0.5 and the other operator (A) is 

ignored till this operator stops the present task. Elsewhere, the second operator (A) is connected to 

execute the present task in place of S. This process is the same as the partitions in the exploration 

stage. The exploitation search operators are strived to neglect getting jammed in the area of local 

search. This process helps the exploration search schemes in evaluating the best solution and 

observing the candidate solutions diversity. The parameter  is prudentlyintended to create the 

stochastic value at every repetition to sustain the exploration not only in the first iteration but also in 

b ( j ) 

k 
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the final repetitions. This searching section is more useful in the local optima immobility 

circumstances, especially in the final repetitions. 

 
Fig 3: Structure for the location of arithmetical operators in AOA updated to the optimal 

region 

 
Fig 3 portrays in what way the searching solution is updated the location with respect to M, D, A, and 

S in the 2-D search space. It is observed that the last achieved location is the stochastic location 

inside the interval that is described with the locations of M, D, A, and S in the search assortment. For 

the other models, M, D, A, and S computes the near-optimal solution location. The other solution is 

updated the locations approximately in the region near-optimal solution. 

 
4. EXPERIMENTAL RESULTS AND DISCUSSIONS 

This partdescribes the simulation results obtained from the proposed approach for AML detection 

available database namely Munich AML Morphology Dataset and CPTAC-AML. This section 

explains the proposed detection of AML using the classification of AML cells from the group of 

images implemented in the MATLAB platform with Windows 8 OS followed by 4GB RAM. The 

evaluation measures like accuracy, precision, F1-score, sensitivity, and specificity were utilized for 

the evaluation of the proposed classifier. The proposed approach performance is compared through 

the several existing methods for the detection of AML. 

 
 Dataset 

The Munich AML morphology database consists of 18,365 solitary cell images obtained from the 

100 patients peripheral blood cells detected with AML at Munich University Hospital [28] in the 

year from 2014 to 2017 and alsoCPTAV-AML datasets [29] are obtained from 88 patients with 120 

images. The pathological as well as the non-pathological leukocytes are categorized into normal 

morphological classification methods described from the medical training by the qualified 

specialists. The sample database images are depicted in Fig 4. 
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EOS_0420 
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MYB_0026 
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Fig 4: Sample images of the database 

 
 Performance measures utilized for the assessment 

The performance measure depends upon the possible results of the classification: true negative, false 

positive, true positive, and false negative. The classification performance measures such 

asspecificity,accuracy, precision, and sensitivity are described. The following measures are utilized 

for the assessment of the proposed approach. 

Accuracy: It represents the exactly recognized diseases from the entire samples from the datasets. It 

describes how the approach appropriately or inappropriately reconstructs the high-resolution image. 

Accuracy 
trpo  trne 

 

 

trpo  trne  fapo  fane 

(15) 

Where trpo indicates the true positive, trne indicates the true negative, 

fane indicatesthe false negative. 

fa po indicatesthe false positive, 

Specificity: It is described as the true positive rate which is accurately detected by the classifier 

when testing. It is formulated as the below expression 

Specificity  trne 
 

(16) 

trne  fapo 

Precision: It is the important metric for the determination of exactness, and it is described as positive 

that corresponds to the total predictive positive examples as expressed below 

Pr ecision  trpo 
 

 

(17) 

trpo  fapo 

Sensitivity: It is described as the true positive that is properly detected using the classifier during 

testing. It is expressed by the below equation. 

Sensitivity  trpo 
 

 

(18) 

trpo  fane 
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 Segmentation results 

The segmentation results for the proposed segmentation are depicted in Figure5. The modified 

DRLSE is the proposed segmentation method. By using this type of segmentation, accurate 

segmentation results are obtained. The segmented image is more efficient than any other 

segmentation methods. 

 

Input Image Masked image Segmented nucleus 
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Fig 5: Segmentation of nuclei using Modified DRLSE method 

 
 Classification results 

The classification results are computed on the testing database by the sensitivity, accuracy, and 

precision. In the process of classification, the true positive represents the image precisely provide the 

label, the true negative represents the mage is not perfectly provided the label, false-positive 

represents the image wrongly provide the label, and the false-negative represents the image wrongly 

provided the label. The Deep convolutional neural network with an arithmetic optimization 

algorithm is utilized for classification purposes. The optimization algorithm used in the DCNN is to 

enhance the classification accuracy and also to improve the algorithmperformance. The classification 

outcomes for the proposed approach with the other state-of-art method are compared and evaluated. 

The classification results for the detection of AML are evaluated with the measures like sensitivity, 

accuracy, specificity, and precision. Figure 6 revealsthe training and validation results of the loss and 

accuracy. The loss and accuracy function for DCNN is exhibited by the graph for both the testing as 

well as the training dataset. The minimum loss and maximum accuracy values for both the testing as 

well as the training database are offered as well.   In this, training was conducted for 100 times and 

the accuracy achieved is almost 100% in the process of training but the validation acquired is about 

98%. In the loss progression, the process of training isestablished to be 0%, and validation achieves 

12%. 
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Fig 6: (a) Accuracy and (b) loss for the Deep CNN trained for 100 times 

 
The comparative assessment of the proposed classifier with other existing classifiers namelyK- 

nearest neighbor (kNN) with Synthetic Minority Over-sampling Technique (SMOTE) [30], SVM 

[31], artificial neural network [32], and FBW-NN [33] is demonstrated in Table 2. Fig 7 describes 

the performance comparison of the different measures for the various classifiers. It is evident that the 

proposed classifier outperforms than any other classifiers. 

 
 

Fig 7: Comparative analysis of the measures for various classifiers 

Table 3: Performance measures of the different classifiers 

Classifiers Accuracy Specificity Precision Sensitivity 

kNN + SMOTE 89.6% 92.1% 90.58% 82.9% 

ANN 93.569% 95.090% 84.754% 75.887% 

SVM 96.85% 97.24% 93.41% 88.75% 
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FBW-NN 96.56% 97.81% 96.90% 97.20% 

DCNN-AOA 98.27% 97.91% 96.95% 98.04% 

 

Fig 8: Accuracy for the proposed approach compared with published earlier methods. 

 
Fig 8 demonstrates that the accuracy of the acute myeloid detection. The performance of the 

accuracy for the proposed approach is compared with the published results such as Kaur J et al. 

(2017) [16] achieved the accuracy of 95.89%, Agaian S et al. (2014) [17] achieved the accuracy of 

96.21%, Laosai J et al. (2018) [35] achieved the accuracy of 97.23%, and Nazari E et al. (2020) [34] 

achieved the accuracy of 97.45%. When compared with other results, the proposed approach 

provides better accuracy of 98.27%. 

 
5. CONCLUSION 

This paper proposes the AML identification and segmentation method more efficiently for the 

analysis of the blood cell images. Primarily, the blood cell images are pre-processed to eradicate the 

unwanted noise from the input image and then provided to the segmentation stage for segmenting the 

nucleus as well as the masked image. The process of segmentationis conductedby using the modified 

DRLSE method. Then the image is given to the process of feature extraction and then to the 

classification process. Here, DCNN with AOA is used for the classification of AML images and 

normal images. The arithmetic optimization algorithm used in DCNN is to improve the classification 

accuracy and also enhances the system performance. The performance of this approach is evaluated 

by using the Munich AML morphology database and CPTAC-AML that consists of 120 images. The 

performance measures like sensitivity, specificity, accuracy, and precision are utilized for the 

estimation of the proposed classifier and compared to other methods. In the future, several subtypes 

of AML have to be classified. Furthermore, the cytoplasm is segmented and the feature is to be 

extracted for making the system more precise. 
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