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Abstract. 

Introduction: Machine learning can be used in the prediction of Diabetes Mellitus thus 

helping to reduce mortality and morbidity arising out of it. The health system in India 

is already overburdened and the occurrence of pandemic COVID 19 mandates better 

predictive outcomes with less interaction in the preliminary stage. Methodology: The 

study uses 768 records of PIMA Indian Diabetes dataset (500 diabetic and 268 non 

diabetic records) with 8 attributes of each. The data was pre-processed by replacing 

the missing values with mean and the performance of the model was increased by 

removing the imbalance in the dataset by Synthetic Minority Oversampling 

Technique(SMOTE) algorithm.A new ensembled algorithm SDS (using SGD 

Classification, decision tree and Gradient Boosting) is presented in the study. 

Results:The accuracy score of proposed SDS algorithm in the test dataset is 73.38%. 

and the AUC(Area under curve) value was 70.42%. Conclusion: The proposed 

ensembled algorithm of Diabetes prediction can be used to support the already 

overburdened health system. 

Keywords: SMOTE,Ensemble technique, SGD classification, decision tree, Gradient 

Boosting 

 

1. Introduction: 

Diabetes Mellitus (DM) can be considered as a health explosion which has taken the 

world’s attention due to the fast spreading tentacles. Approximately 425 million 

people in the world were diabetic in 2017 and it is expected to reach 629 million by 

2045. India has been termed as the diabetic capital of the world due to the highly 

increasing number of cases and which is projected to increase to 800million by 
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2030.
1
The southern states including Hyderabad have registered a higher prevalance of 

Diabetes (16.6%) than the national average of 9.1% in a community based study by 

Indian Council of Medical Research (ICMR) in 2014.
2
Thepresentera believes in 

diagnosing diabetes by signs and symptoms, Fasting blood glucose, random blood 

glucose, oral glucose tolerance test and glycatedhemoglobin. With the advent of 

technology, various machine learning techniques  have been used to predict the 

diagnosis of DM
3
.The Machine Learning technique uses the field of artificial 

intelligence and is used to devise various models which learns and improves the 

predictive ability for Diabetes by using prefed data. The technique can not only ease 

the overburdened patient doctor ratio in our country as a preliminary assessment, it 

can also serve its purpose in COVID 19 era to minimise human interactions. Such 

high risk potential diabetic patients can be identified early by machine learning 

techniques and respective treatment or management can be initiated to prevent the 

onset or to reduce the complications. 

 

The study proposes a new algorithm which is based on ensembled machine learning 

technique for prediction of DM. In this study Synthetic Minority Oversampling 

Technique (SMOTE) algorithm was used for increasing model performance by 

balancing imbalance data in our PIMA Indian Diabetes dataset. 

Aims and Objectives:  

a) To predict the occurrence of diabetes mellitus by using machine learning 

algorithms- Decision tree, SGD classifier, Gradient boosting and ensembled 

technique (SDS) 

b) To evaluate the accuracy in prediction of DM by the machine learning algorithms 

used 

This study is organized as follows - in section2, materials and method is discussed 

where  it comprises of an elaborated explanation of ensemble machine learning model 

used in this paper  , section 3 comprises of the analysis of the results obtained for the 

ensemble machine learning model, and in section 4concludes the article with 

discussion. 

 

2.Material and methodology:  

2.1 Data set description:The study uses PIMA Indian Diabetes Dataset which is 

freely available in UCI machine learning repository[4]. The dataset contains 768 
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records (268 as diabetic and 500 as non diabetic patients) where  each  record has 8 

attributes and labels to predict DM.They are labelled as 1 and 0 in the class attribute.  

 

Table 1 represents the various attributes taken under consideration.  

Table1: Attribute Description:  

Attribute Description 

Pregnancies No of times pregnancies 

Glucose Plasma glucose concentration with a 2 

hours in an oral GTT 

Blood Pressure  Diastolic blood pressure (mm Hg). 

Skin thickness Triceps skin fold thickness in mm. 

Insulin Triceps skin fold thickness in mm. 

BMI  

 

Body mass index (weight in kg/ 

(height in m) ^2). 

Diabetes Pedigree Function 

 

Diabetes pedigree function. 

Age  Age calculated in  years. 

outcome Class variable (0 or 1) 

 

The attribute Diabetes Pedigree Function provides some data about the diabetes 

history among the patient’s relatives and the genetic relationship between that relative 

and the patient. This attribute is used to get an insight of the patient’s hereditary risk 

regarding the inception of diabetes.  

2.2 Data Preprocessing: The best part of the working dataset is that it has no null 

values in entire dataset. 
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But when the dataset was analysed with python, some of the values of the attributes  

glucose, blood pressure, BMI was found to be 0 which is practically not possible. 

Hence imputation was thought to be necessary for a good performance model. 

Imputation is a process where missing values are replaced by attribute’s statistical 

value. In the study, median was used to replace the missing value. Standard scaler was 

used for rescaling the dataset in data standardization. Data standardization is a process 

where one or more attribute of the dataset  is rescaled so that they have a mean value 

of 0 and a standard deviation of 1.  

 

An imbalanced dataset (500 diabetics and 268 non diabetics) can reduce the 

performance of a model, hence a dataaugmentation technique for the minority class 

was used and is referred to as the Synthetic Minority Oversampling Technique 

popularly termed asSMOTE. It works to simply duplicate examples in the minority 

class, although these examples don’t add any new information to the model. Instead, 

from the existing examplesnew examples can be synthesized. In our study dataset  

was divided into training  and testing parts where partitions is as follows 80% for 

training and 20% for testing. Since our dataset has only 768 data records so removing 

a part of it for validation could have posed a problem of under fitting. And also by 

reducing the training data, there can be a risk of  losing important trends /patterns in 

data set, which in turn increases error induced by bias .So we used K Fold cross 

validation where the data is divided into k subsets and each time, one of the k subsets 

is used as the validation set/test set and the other k-1 subsets are put together to form a 

training set. In our study 10-cross validations are used. 

 

2.3 Ensembled Technique: This technique works by constructing a huge number of 

classifiers at training time [5].Ensembledmachine learning technique  combines 

several base models in order to produce one optimal predictive model. This technique 

is a enhancing technique applied to  the results of different algorithms to acquire 

better accuracy that leads to a better classification than individual classifier[6]. 

Three most popular ensembled techniques are Bagging, Boosting and Voting. 

 

2.3.1 Bagging: It is a process that often considers homogeneous weak learners, learns 

independently from each of them and  other in parallel and combines them following 

some kind of deterministic averaging process. Different decisions that are normally 

https://machinelearningmastery.com/how-to-configure-image-data-augmentation-when-training-deep-learning-neural-networks/
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taken from different learners canbe combined into one prediction only[7]. The 

Bagging algorithm is shown in Algorithm 1.[7]. 

 

 

2.3.2Boosting: 

This technique attempts to build a strong classifier from a number of weak classifiers. 

Firstly, a model is built from the training data. Then the second model is built which 

tries to correct the errors present in the first model. This procedure is continued and 

models are added until either the complete training data set is predicted correctly or 

the maximum number of models are added. The Boosting algorithm is shown in 

Algorithm 2.[7]. 
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2.3.3Voting: It is a process which is used in regression or classification problems. It 

works by creating two or more sub-models and each sub-model makes predictions 

which are combined in some way, such as by taking the mean or the mode of the 

predictions, allowing each sub-model to vote on  what the outcome should be[8]. 

 

2.4Algorithm used for my  study: 

 Decision Tree,SGD and Gradiant boosting classifier .voting classifier was used as 

ensembled technique in the present study. 

A brief graphical representation  ofthe proposed algorithm is given in fig3. 

 

 

 

 

 

 

 

 

 

 

 

 

Fig3: Graphical Representation of my proposed algorithm 

2.4.1SGD Classifier: SGD stands for Stochastic Gradient Descent approach is used 

to fit linear classifiers and regressors under convex loss functions such as (linear) 

Logistic Regression and SVM or Support Vector Machines. A simple and plain 

stochastic gradient descent learning routine  is implemented by SGDClassifier which 

supports different loss functions and penalties for classification. Below is the decision 

boundary of a SGDClassifier trained with the hinge loss, equivalent to a linear SVM. 
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https://en.wikipedia.org/wiki/Logistic_regression
https://en.wikipedia.org/wiki/Support_vector_machine
https://scikit-learn.org/stable/modules/generated/sklearn.linear_model.SGDClassifier.html#sklearn.linear_model.SGDClassifier
https://scikit-learn.org/stable/modules/generated/sklearn.linear_model.SGDClassifier.html#sklearn.linear_model.SGDClassifier
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2.4.2Decision Tree:Decision Tree (DT) is a supervised non-parametric machine 

learning algorithm used for both classification and regression task. A DT’s structure is 

like a flowchart where all internal node are used to  represents a test on a future, each 

and every leaf node are used to represents a class label and all branching in DT 

represent conjunctions of features that lead to those class labels and root to leaf path 

represents classification rule. DT can also be considered as a set of if-then rules, 

which is thought of as a distributions of conditional probability that defined in feature 

space and class space[9].Ordering attributes as an internal node or root node is a 

major task and for this task normally statistical method is used.The information Gain 

can be defined as : 

IG(Y,X)=E(Y)-E(Y|X)     

Where IG is information gain, and above formula depict information gain from X on 

Y. here E() represents entropy which is a gauge to measure the level of disorder in 

data. 

2.4.3 Stochastic Gradient Boosting: The statistical framework cast gradient boosting 

is used as a numerical optimization problem where the objective is to minimize the 

model’s loss by adding weak learners using a gradient descent like procedure. This 

class of algorithms were described as a stage-wise additive model. This is because one 

new weak learner is added at a time and existing weak learners in the model are 

frozen and left unchanged. 

https://scikit-learn.org/stable/auto_examples/linear_model/plot_sgd_separating_hyperplane.html
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3.Result:Three  machine learning models were tested in cross-validation set along 

with theadjusted hyper-parameters for each model.The results show that these models 

had similar accuracy performance. Hence the models were integrated All  to build our 

final decision model. 

 

Table2:The performance of each model in accuracy 

 

Model name Accuracy 

Decision Tree(DT) 68.83% 

SGD Classifier 69.48% 

Stochastic Gradient Boosting 70.78% 

 

3.1 Combination of Three Models : 

After observing the performance of the following three machine learning models 

Decision Tree,SGDClassifier,andGradiantBoosting Classifier,all the three models 

were used to generate the final decision model, considering they have very similar 

performance in CV data set.The voting ensembledtechnique of these three machine 

learning models were then used to get a better accuracy. 

 

3.2 Evaluation of Model:  

The Proposed Model SDS in this study was trained by training data set, and for 

the performance evaluation of the ensemble model test data was used.Accuracy 

score,Area under curve (AUC) was used to evaluate the new technique. Where 

Accuracy score is a common evaluation metric for classification problems. It is a ratio 

of  the number of correct predictions made and total number of  predictions made. 

So,one way of interpreting AUC is as the probability that the model ranks a random 

positive example more highly than a random negative example.  The accuracy score 

of our Proposed model SDS model in the test dataset is 73.38%. and the AUC value 

was 70.42% asshown in the ROC curve in fig4. 
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fig4:ROC curve of SDS model 

 

3.3 Results comparison: As its shown in table 2 the performance of the individual 

model on doing prediction in the measure of accuracy are almost nearby to each other 

that is 68.83%,69.48%,70.78%where as our proposed ensembled model SDS has the 

accuracy score  of 73.38%. 

 

4.Discussion:   

Diabetes Mellitus accounts for more than 90% of patients with diabetes and that leads 

to microvascular and macrovascular complications that cause keen psychological and 

physical distress to both patients and carriers and put a massive burden on health-care 

systems. However, it tends to go undiagnosed as a result of a lack of specific 

symptoms and limited interest in the public health care sector. Early diagnosis and 

detection might help in preventing its complications[10] and delaying its progression. 

Increasing use of Machine learning models in the field of medical science makes it a 

prominent area of research[11-15]. Machine learning models can be defined as a 

process to design a model that is learned through experience and to improve its 

performance. 

 

In this study prediction of diabetes Mellitus has been accomplished using our  

proposed ensembled model SDS from the PIMA Indian dataset. The dataset quality 

was improved by the proposed preprocessing scheme, where filling missing values 

was a core concern. After preprocessing,SMOTE was used to aligh the skewness of 

attribute’s distribution in PIMA indian dataset. The AUC as a weight to build a 

generic ensemble classifier is better, as it considers more priority to the model having 
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more AUC.The comparative results reveals that our proposed framework SDS has the 

higher accuracy score than the individual models that show great potentiality for 

diabetes prediction from the PID dataset. In the future, a web app with a userfriendly 

interface can be build with our trained proposed model. Also additionally our SDS 

model can be applied to other medical contexts to verify their generality and 

versatility to predict the disease classes. 

 

Limitation of the study:  

The study has been done on PIMA Indian Diabetes dataset and can be better validated 

with the local population data by the methodology used. 
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