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Abstract- The outbreak of the novel coronavirus (Covid-19) is a deadly disease which has taken
the lives of millions all around the globe which has since been deemed as a pandemic by the
World Health Organization (WHO). Every nation is forced to take action to control the situation.
The fundamental objective of this paper is to analyze the development rate of the virus and help
in minimizing the spread of this disease. This paper also aims to find out whether the mitigation
strategies implemented by the government have been effective. Using various machine learning
models to forecast the transmission pace and provide a helpful insight of the upcoming days.
Various models with the latest data have been assessed and contrasted with each other and its
outcome shows its prevalence in both effectiveness and precision.
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I.  INTRODUCTION

Al and Machine Learning has been substantiated as an unmistakable domain throughout the most
recent years by settling numerous extremely mind boggling and modern genuine issues. The
application territories included practically all these present reality areas like medical services,
autonomous vehicles (AV), natural language processing (NLP), business applications, intelligent
robots, gaming, environment modeling, voice, and image processing. ML algorithms’ learning is
regularly founded on experimentation technique, very inverse of customary calculations, which
adheres to the programming directions dependent on decision statements. The main focus of ML
is predicting, various standard ML calculations have been utilized around there to control the
future path of activities required in numerous application regions namely climate forecasting,
stock market forecasting, disease forecasting. Different regression and neural network models
have broad applicability in anticipating the states of sick people later on with a particular illness
[1]. Many studies have been performed to forecast the various illnesses utilizing Al methods like
coronary artery disease, breast cancer prediction and cardiovascular disease prediction.
Specifically, the investigation is focused on real-time prediction of COVID-19 affirmed cases
and study is likewise centered around the prediction of COVID-19 breakout. These forecast
frameworks can be useful in dynamic ways to deal with the current situation to direct mediations
to deal with these infections viably. This examination intends to give an estimated model to the
spread of novel Covid, otherwise called SARS-CoV-2, formally given the name as COVID-19
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by the World Health Organization (WHO). Coronavirus is by and by an intense danger to human
existence everywhere in the world. Toward late 2019, the first reported infection was in Wuhan,
City in China, when an enormous number of individuals created side effects like pneumonia. It
diversely affects the human body, including extreme intense respiratory disorder and multi-organ
failure which can at last prompt passing in a brief span. Countless individuals are influenced by
this pandemic all through the world with a large number of passing each coming day. “A large
number of new individuals are accounted for to be infected consistently from nations around the
world. The infection spreads principally by individual to individual actual close contacts, by
respiratory drops, or by contacting the contaminated surfaces. The most difficult part of its
spread is that an individual can have the infection for a long time without showing indications.
The reasons for its spread and thinking about its peril, practically all the nations have announced
either halfway or exacting lockdowns all through the influenced areas and urban
communities.”[1] Clinical specialists all through the globe are presently included to find a
suitable immunization and drugs for the illness. As there are no endorsed prescriptions as of now
for arresting the infection the legislatures of all nations are zeroing in on the safety measures that
can help mediate propagation. Of all the safeguards, "being educated™ pretty much all the parts of
COVID-19 are advised to be critical. To add to this part of data, various specialists are
contemplating the various components of the outbreak and construct the outcomes to aid

mankind.

Il. RELATED WORK

In this section we will discuss some previous works in this domain, with their merits and
unexplored fields.

Adaptive Phase-Space Approach: This proposes a new approach using data-guided detection
and aggregation of infection waves, these waves are generated by the Riccati equation(l) and
therefore are called "Riccati modules™. This approach is applied to daily data of confirmed cases
of coronavirus in the US, resulting in the epidemic time-period to break down into five Riccati
modules representing major infection waves till date. This approach provides robust estimation
as the concept of concatenating infection waves adds to the adaptability of the model to some
extent.
dx(t)/dt = Ax(t) — Bx*(t) + R(t)

Polynomial Regression: It is a supervised ML approach that is used when the two variables are
correlated in a non-linear relationship. Therefore, a polynomial function that fits our regression
pattern is taken and the dataset is trained accordingly. Due to the daily escalations of reported
covid cases fluctuating erratically, finding a polynomial expression to best fit the curve becomes
highly inefficient and demands heavier computation.
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y= bo+bix + b2X2+ b3X3+....+ ann

Logistical growth model: The rate of cases fits in a polynomial or exponential curve only in the
beginning stages of a pandemic; therefore, a more rigorous model is required to map a proper
curve in the later stages of a pandemic. Logistical growth models (11) can more accurately draw
the growth and fall of the data values when compared to previous approaches.

dX(0)/dt = r(1 - X(0)/c)X(t)

Support Vector Regression: The SVR model provides accurate results but only is stable only
for smaller datasets. With larger datasets, the accuracy goes down significantly therefore the
option of scalability is limited. Selecting the appropriate kernel can be tricky and model
performance is very slow for a large dataset.

I11.  PROPOSED WORK

To obtain the latest dataset on Covid-19 in India, BeautifulSoup will be employed.
BeautifulSoup is a web scraping tool in python that parses HTML and XML files and converts
them to our desired .csv file. This python library along with PrettyTables, another python library
to work with data, is used to scrape data from the Ministry of Health and Family Welfare website
(MOHFW) (www.mohfw.gov.in/) and (www.covidl9india.org/) to obtain the latest data.
Resources from Kaggle will also be used to improve the quality of the dataset. The dataset
should be cleaned and normalized which is removing the Nan values and filling in values that are
left empty. The empty data are either filled with 0 or 1 or average from the column to provide a
uniform dataset which is both easy to work with and provides more accurate results. This paper
proposes using all previous performed machine learning models like Linear regression,
Polynomial regression, Exponential regression, Bayesian Ridge regression, Support Vector
regressor (SVR) and comparing them with newly implemented machine learning models. This
paper proposes to use time series forecasting which use model such as Auto-Regression model
(AR), Moving Average model (MA), Auto-Regressive Integrated Moving Average (ARIMA),
Seasonal Auto-Regressive Integrated Moving Average (SARIMA), FBProphet and Random
Forest Regressor. These models are input with training and test data which are selectively
picked for each model to provide the best accuracy and lowest Root Mean Square Error. All
these data models are finally compared with each other and the model with the least Root Mean
Square Error is used for the forecasting. From research, Random Forest Regressor has promised
to be the best model for forecasting with the least Root Mean Square Error for the data set and
will be used to to protect spread of the virus for the next 21 days. The remaining models will be
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used for visualising the data for better understanding about the situation in India and the spread
of the virus.

V. IMPLEMENTATION

BeautifulSoup is a web scraping tool in python that parses HTML and XML files and converts
them to our desired .csv file. This python library along with PrettyTables, another python library
to work with data, is used to scrape data from the Ministry of Health and Family Welfare website
(MOHFW) (www.mohfw.gov.in/) and (www.covidl9india.org/) to obtain the latest data.
Resources from Kaggle will also be used to improve the quality of the dataset. Send a HTTP
request to MOHFW site and the server reacts to the request by returning the mentioned HTML
content. For this task , we will utilize an outsider HTTP library for python-requests. Once we
have gotten to the HTML content the information is parsed. Since a large portion of the HTML
information is nested, we cannot extract information just through string processing. we need a
parser which can make a tree design of the HTML information. HtmlI5lib is utilized for this
undertaking. We should simply navigate and look through the parse tree that has been made.
This is where BeautifulSoup is utilized.

The data has been visualized to provide a better understanding of the situation using python
packages such as seaborn and matplotlib.

Linear regression, Polynomial regression exponential regression Bayesian ridge regression is
implemented with confirmed cases count in our dataset. Root Mean Square Error has been
calculated and added to a table for comparison later.

Previously obtained data has been converted to a time series forecasting compatible dataset using
the operation called shift() in Python Pandas library. This data contains total confirmed cases,
total deaths, total recovered between intervals of time. Data has been collected from March 20th
2020 to March 20th 2021. This time series forecasting compatible data set has been used to train
supervised machine learning models such as Autoregressive model(AR), Moving Average
model(MA) Auto-Regressive Integrated Moving Average (ARIMA) and Seasonal Auto-
Regressive Integrated Moving Average (SARIMA). Holt's Linear Model and Holt’s Exponential
Smoothing.

Prophet, or FBProphet is an open-source library created by Facebook for time series forecasting.
It implements a summative time series forecasting model, and the exertion supports trends,
seasonality, and holidays. It is designed to be easy to use and completely automatic in nature.
The time series dataset which we obtained is fit in FBProphet and the confirmed cases has been
forecasted for the next 21 days. The RMSE is calculated and added to a table to compare the
models at the end.
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Random Forest Regressor is an estimator which fits numerous classifying decision trees on
multiple subsets of the data and uses the average to improve its predictive accuracy. This model
works well with large datasets unlike Support Vector regressors and has very little impact on
outliers. It handles missing data very well and has no problem of overfitting. The data is
subsetted into 100 for training the model and tested with double the size of training data. A max
depth of 6 has been chosen and 25 trees per subset has been employed to provide the best results.
The parameters are tweaked even further to get the best possible result.

V. RESULTS AND DISCUSSIONS

The errors of all the models have been stored in a table and compared side by side. It has been
found that FBProphet has the least RMSE followed by Random Forest Regressor and SARIMA
model.

Random Forest Regressor has been used to forecast the next 21 days on the spread of
coronavirus remaining models have been used to visualise the dataset to provide a better
understanding of the situation in our country and how the various mitigation strategies have been
effective. The data visualisation should aid the government and the concerning bodies
understand the situation and take precautionary actions. The active cases, death counts,
recovered counts have been predicted by the model for the next three weeks.

index Model Name Root Mean Squared Error

0 9 Facebook's Prophet Model 5418.153
1 10 Random Forest Regressor 29898.251
2 8 SARIMA Model 40719.700
3 6 Moving Average Model (MA) 49779.843
4 5 Auto Regressive Model (AR) 52000.348
5 7 ARIMA Model 54111.644
6 3 Holt's Linear 62740.723
7 4 Holt's Winter Model 91834.837
8 0 Linear Regression 564377.399
9 1 Polynomial Regression 1585032.424
10 2 Support Vector Machine Regressor 1649479965

VI. CONCLUSION

This investigation has provided an extensive examination of the Covid-19 outbreak in India. The
infected cases are rising quickly, and effective control techniques need to be implemented by the
government of India. The growth patterns of infected cases in India have been illustrated and the
prediction of the number of coronavirus cases for the following days have been showcased, the
result of lockdown and social distancing on the residents of India can also be seen on the graph.
This study will be useful for the Government of India and different states of India, Frontline
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wellbeing workforce of India, analysts and researchers. This study will likewise be ideal for the
governing bodies of different nations to consider different views identified with the control of
coronavirus spread in their respective nations.
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