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Abstract— Alzheimer is considered to be more challenging to the researchers; it is complicated to predict the disease 

at the beginning stage and analyse it. But due to the availability of colossal brain image samples and neural 

dimensions, making a diagnosis is much more comfortable and practical. Researches show that machine learning 

technologies are more beneficial and useful in analysing this disease. The unsupervised classification, which is 

motivated by unsupervised learning, will help to learn raw data intelligently. This paper proposes unsupervised 

classification using k-means clustering, which gives a good result. The proposed work is analysed based on 

performance measures like Accuracy (ACC), Sensitivity (SCN), Specificity (SPE). 
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I. INTRODUCTION 
 

The whole of mankind is living in the 21st century, which consists of higher and advanced technologies exclusively 

in the analysing and scanning of the affected region using MRI (magnetic resonance imaging) [2]. By classification of 

the pertinent data, we can prevent the future impact on an individual (affected one) [3]. Current methods are not so 

useful in predicting disease. But the disease can be treated positively through undergoing many types of research and 

development of diagnosis technics. 

 

Some prediction can be performed by considering the [4] dimension areas of given samples. Machine learning [5] can 

be implemented for classification by comparing the sample images of the human brain along with primary instruction 

of expertise. Techniques like CNN (convolution neural networks) [6-8] are playing a satisfactory role for researchers 

in predicting the biological condition of an individual and diagnose according to the symptoms. Image dimensions [9], 

grey image [10-11] are more beneficial compared to the other methods. Focusing on sparse filtering can lead to easy 

classification sample. 

 

II. RELATED WORKS 
Saraf et al. proposed CNN (convolution neural network) [12] for predicting Alzheimer disease. Data is gathering 

from the biological signs and aspects 3-dimensional convolutional neural network is developed convolution from 3-

dimension autoencoder, the model will be trained to be determined. The changes were occurring in the brain. 

 

Hosseini et al. proposed a model which is trained in such a way that, it scans the difference by comparing with typical 

images[13] of the brain with the currently affected region of the brain. The outcome result can be analysed based on 

the colouring of the affected regions. The dark shaded region represents the affected regions. 

 

Brosch et al. proposed a manifold based learning model[14]. Here the model is trained in such a way that it has the 

ability to predict the outcome result by comparing the similarity present from stored data. If a number of similarities 

are less, it indicates that the region of the brain, if the number of similarities is more, it shows the percent of chance 

that the region gets affected and finally the result is represented in the form of graphical chart representation. 

 

Jing et al. proposed longitudinal studies[15] of social network and dementia are considered to be a supportive cause 
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in approaching protective and effective in social networks on dementia,but these are no directly/indirectly controlled 

traits that have looked at the health impacts of social network on dementia because if we are considering the social 

network as a key,taking the behaviour of an individual as a sample,which is considered to be more time 

consuming(later disease will progress rapidly,leads to uncontrolled condition),but finally with these experimental 

observations they were able to observe many symptoms in affected individuals. 

 

Andrew proposed social contact as a mechanism [16] through which the chances of affecting AD would be reduced. 

More social contact lads to the organisation and re-building of memory which leads to eh reactivation of neuron cells. 

 

III. PROPOSED METHOD 
In this work, K means clustering is used for predicting the Alzheimer disease. Some of the parameters like the 

number of features, digression of sample weight, dispersion compensation, rate of learning through the experiencing 

the same task many times, rate of change in sample stability are used. If an inappropriate adjustment in these 

parameters will undoubtedly affect the accuracy of the model.  Nigam el describes the unsupervised training[17] in 

spare filtering, here the number of features plays an essential role in deciding the filtering following derivatives about 

filtering the data 

 

Fig.8 represents that the particular samples area of the brain is taken and implemented into the training model as input 

data. The model tries to classify the different patterns based on its experience. Classification is based on the 

unsupervised learning model. Trained images are filtered using the concept of sparse filtering [18].In this work, K 

means clustering is used for predicting the Alzheimer disease. 

 

Figure1: Unsupervised concept plays an essential role in the classification of data; it takes the raw image and 

classifies them into clustered data format. Sparse filtrations part is the vital method ii sorting the sample data, here the 

classification occurred based on the values of an individual pixel 

 
A. Mathematical Representation of Sparse Filtration of Data  

Let X be the sample data, 

                              {X
i
}

Mi  
= 1                                                                   X

i  
E R

N*1
is the sample data. 

                                                                                                                     M is the number of samples. 

Light filtering calculates the linear features of each sample: 

                                                                                                                   Fi corresponds to L
th 

feature i
th

 sample. 

Fi  =Wl  * X
i    

                                                                                               --(equation 1)                                       

 

Lpnorm of t is formulated as ||t||p(therefore) 

||t||p =(p) sqrt (|t1|
p
 + ……….+|tn|

p
)t= t1 + t2 ……….+tn 

 

FL matrix's feature matrix: 

                             FL = F / ||F1||2                                                                                                                                                        --(equation 2) 

                             F
-i
= F

-i
/ ||F

i
||2                                                                                                                                                       --(equation 3) 

The weight in the (equation 1) is solved with optimization of Lp norm of cost function restriction for the sample data, 

which can be expressed as: 

                             Min ∑i=1 
M 

||F
i
||                                                                                                 --(equation 4) 

 Concluding the (equation 1), which can be expanded as: 

                             FL = g ( Wl  * X
i
)                                                                                              --(equation 5)     

 



Annals of R.S.C.B., ISSN:1583-6258, Vol. 25, Issue 4, 2021, Pages. 5741 - 5747 

Received 05 March 2021; Accepted 01 April 2021.  

 

5743 

 
http://annalsofrscb.ro 

B. What is the K-Mean Clustering Algorithm 

K -mean clustering algorithm was developed by MacQueen [1], clustering is done with the help of Euclidean distance, 

k-mean algorithm and unsupervised learning. Using Euclidean data, all sample are re-clustered according to the 

centre point until iterative operation terminates. 

 

It is a simple and effective unsupervised algorithm used to solve the problems related to grouping the data samples. 

The given data can be calculated through the number of centrioles. C (centre point) should be constated because alter 

in centre point can give a different result, which affects the algorithm. Based on the distance between the data points 

(samples) and C, the clustering will be conducted, and the process is continued(looped) until the number of data point 

becomes zero. This algorithm is more effective in reducing factual errors (square errors), which can be implemented 

by: 

 

J(V)=∑i ∑j (|| xi-xj ||)
2                                           

(|| xi-xj ||)=Euclid distance 

 

1)  K-Mean Clustering Algorithm in Alzheimer Disease:  

Alzheimer disease, one of the most common neurogenetic disease seen in old age people. There is a need to detect the 

disease before it starts affecting an individual. The detection is possible by collecting the data of previous samples in 

document form, which consist of a critical pattern of disease in subjected biodata. We apply k -mean clustering 

algorithm to data sample, collected from ADNI dataset to classify the sample into, effected and unaffected 

patter(cells). The pattern can be clustered(grouped) Into AD (effected) and MRI (normal) patterns. This key pattern 

plays a vital role in early detection of neurogenetic disease. So, it can be diagnosed and cured in an early stage. 

2)  A parameter used While clustering: 

i. Clustering of k sample with data key (x) can be shown by lowering the (J) parameters. J value can be 

mentioned minimum if the clustering data lay near to the centre later data key x is classified into 

clusters(groups). 

 

[ J=min (∑k ∑x ∈ Ck Wxdist (x, Ok))]                                              -----equation 1 

 

Wx: Obtain minimum J value. 

dist(x,ok): Distance function. 

X: Pixel data. 

Ok:Centre. 

Ck           :(Ck,1,Ck,2,…,Ck,n)  

 

ii. Distance function can be calculated with the help of Euclidean distance for K-mean clustering. 

 

    [ dist (x, ok)=(xij,1−Ok,1)
2
+(xij,1−Ok,2)

2
+…+(xij, n−Ok,n)

n 
]       -----equation 2 

 

iii. Loop operation is repeated, as shown in the flow diagram. The flowchart represents the iterative distance 

control operation in order to lower the J parameter. 

 

 
Figure 2: Representation of k-mean clustering flowchart, centrioles and clusters. 

Above flowchart describe the clustering of data using the k-mean clustering method. A higher number of data forms a 

higher number of centrioles, based on the distance between the data keys and centrioles, clusters(group) are formed. 

The process consists of loop operation, which runs until data keys get empty later as a default operator get terminated. 
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Figure 3: Representation of grey image comparison using k-mean classification. 

 
In the process of clustering, collection of data sample plays a key role. Following diagram represents the data 

classification based on the comparison. MRI image is given as an input, which is in grey image form (black-white 

image), the k-man algorithm is applied to the image and results are compared based on cluster analysis prediction. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4:   Accuracy rate obtained as a result of cluster analysis prediction and image analysis. 

Following prediction represents the difference between the typical sample and algorithm applied sample. As a result 

of the cluster analysis, the accuracy rate is calculated, and the classification of the sample is performed. 

 

C. Data Sets 

In real life, the number of AD patient [19] and [20] is about 50%, and a number of MCI patient was more than 50% 

and, it was recorded to 40% of the patient has a possibility of suffering from AD,50% not exposed to the disease their 

change was low. At the first stage of learning light filtering [21] was so effective in extracting the different features of 

name and crud brain images and the image was trained to a model-based pixel through local image and feature. 

 

 
Table1: clinical information of the image 
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Table2: clinical criteria for patient 

 
According to the prediction of clinical information of the image between AD in male and female, Table 1 represents 

the resultant outcomes. The result is based on the images. In Table 2, The following prediction table is the resultant 

output is based on clinical criteria for the patient between an average person and AD affected person which are 

classified based on the criteria like MMC scores, depression level, MCI, Dementia and medical complaint 

 

IV. RESULTS AND DISCUSSION 

Scatter filtering plays a vital role in these sections, and using the filtering technique, the effect of the proposal method 

was investigated for extracting the features.Four categories like (AD V/S HC), (MCI V/S HS), (A D V/A MCI), 

(MCI-C V/S MCI-NC). The obtained data sample set is randomly classified into 9-10 subdivisions, later 9/10 is used 

for training the model, and the remaining one is used for testing. In order to get an average ratio, the process is 

repeated many times, and accuracy was seen between 85-92%, it will be apparent that the data set can classify the set 

of AD. But even higher accuracy can be obtained by giving more detailed image dimensions. 

 
Table 3: classification accuracy derived from SP classification and the relevant structure as the number of hidden 

units 

 
A single stage of learning method, whitening was used virtually in scatter filtering training process. To compare 

the performance F-score representation is considered to be more effective in measuring the classification, here it 

declares numeric 1 for the best result and numeric 0 for the worst result outcomes. The outcomes are depending 

on the accuracy (ACC), sensitivity (SN) and specificity (SPE). Considering the health conditions proposed 

concept derived from F-score [22] is applied, and it was successful, both average character and whitening are 

necessary for proposed methods. 

 

                  ACCURACY: (TP + TN) / (TP + TN + FP + FN).                 TP = TRUE-POSITIVE 

                SENSITIVITY: (TP) / (TP + FN).                                           TN=TRUE-NEGATIVE 

                 F-SCORE       : (2TP) / (2TP + FP + FN).                               FP=FLASE-POSITIVE 

                                                                                                                     FN=FALSE-NEGATIVE 
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Figure 5: F-score of the Alzheimer diseases data set using the non-whitening method, a method with aggregate 

features and the proposed method 

 
Graphical representation of the classification of data, which is displayed in F-score format. Y-axis consists of F-score, 

and X-axis consists of health condition. Y-axis values are selective; they are less than 1 number, the x-axis represents 

the pixel values of individual neurons networks, based on that the classification of data takes place. Higher the value, 

higher will be the selective changes and vice versa. Blue plotted line is not whitening, red plotted line is proposed and 

green plotted line are aggregate features. Based on the neural network value, the health conditions are approached. 

 

VI. CONCLUSION AND FUTURE WORK 
Alzheimer disease prediction is inevitable for starting the treatment earlier for such disease-prone patients. The k-

mean clustering unsupervised algorithm helps in improving the accuracy rate of the Alzheimer disease prediction. 

The accuracy can be further improved by incorporating deep learning techniques and by altering the structure of the 

network.  
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