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ABSTRACT 

 

Growing technologies and popularities increased number of technology users which tends to generate 

more volume of data. Handling these data will be more difficult in practical which needs to be fine 

tuned before giving it for any processing. This is performed in our previous research work by 

introducing the method namely Semantic based Hierarchical Data Fusion Technique (SHDFT). 

However computational time of the previous work will be more due to presence of more duplicate 

data. This is resolved in this research work by introducing the method namely Duplication avoided 

Data Fusion Technique (DDFT). In this research work, before data fusion, duplication avoidance is 

done in order to reduce the computational burden of handling repeated data’s. In this research work, 

initially context based feature extraction is done for extracting the useful features and repeated 

features. After feature extraction, duplication avoidance is done with the concern of similar concept. 

After duplication avoidance data fusion is done using hierarchical data fusion technique as done in 

previous work SHDFT.  Finally performance of the data fusion technique is tested using Improved 

Convolutional neural network. The overall evaluation of the research work is done in the matlab 

against existing work in terms of accuracy, precision, recall and f-measure.  

Keywords: Contextual similarity, computational burden, duplication avoidance, data fusion, feature 

extraction, deep learning technique 

Introduction 

World has turning into more digitized which leads organizations and industries to produce more 

volume of data [1]. Handling this large volume of generated data will more challenging task which 

needs to be handled with more concern [2]. Organization and industries working on same application 

might produce more similar data which would increase computational burden of handling these data 

[3]. As more repeated data’s are present this would also contain more useful information. Finding of 

repeated data with the concern of useful information is more difficult task which needs to be done 

with more concern [4].  

Data mining techniques are most widely used to discover the conceptual similarity based features 

from the input data [5]. There are many researches has been conducted earlier to discover the useful 

information and also avoid the repeated information. Data fusion is the technique which is used for 

integrating the data’s together, thus the size of data can be reduced without losing the concept [6]. 

Data fusion process will be affected by various factors such as repeated information, noise 

information and so on [7]. This factors needs to be taken in mind before performing data fusion to 

improvise the fusion performance and accuracy.  
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When all is said in done, all undertakings that request any sort of boundary assessment from various 

sources can profit by the utilization of information/data fusion strategies [8]. The terms data fusion 

and information fusion are commonly utilized as equivalents; yet in certain situations, the term 

information fusion is utilized for crude information (got straightforwardly from the sensors) and the 

term data fusion is utilized to characterize effectively handled information [9]. In this sense, the term 

data fusion infers a higher semantic level than information fusion [10]. Different terms related with 

information fusion that commonly show up in the writing incorporate choice fusion, information 

blend, information conglomeration, multisensor information fusion, and sensor fusion. 

Duplication is the presence of repeated information in the gathered data which would lead to more 

memory consumption and increased computational burden [11]. Duplicated data needs to be avoided 

in order to improvise the performance of the data fusion task. And also it is required to concentrate on 

useful information when avoiding the duplicated content from the input data. Duplication avoidance 

needs to be performed with more concern by eliminating the repeated terms from the input data [12].  

The main goal of this research work is to introduce the technique that can perform the data fusion 

with the concern of duplication. It is done by avoiding the repeated terms from the input data before 

performing the data fusion. Here repeated data’s are avoided by extracting the features based on 

contexual similarity. Based on contextual similarity duplication is avoided. After duplication 

avoidance, data fusion is performed. Finally improved Convolutional neural network is introduced for 

testing the performance of the classifier.  

The overall organization of the research work is given as follows: In this section, introduction about 

data fusion and need of duplication is given. In section 2, comparison analysis of various research 

methodologies has been given. In section 3, discussion of the proposed research work is given with 

the suitable examples and explanation. In section 4, comparison analysis of the research work is given 

in terms of obtained results. Finally in section 5, overall conclusion of the research work is given 

based on obtained numerical outcome.  

Literature Review 

Sivaram et al [13] performed data fusion over gathered online data by introducing the crossover based 

Tabu Genetic algorithm. This research work attempted to fine tune the input data by applying the 

tenure point operator. This research method ensures the optimal and reliable information retrieval 

outcome by extracting  the more useful information.  

Losada et al [14] introduced rank fusion model for ensuring the accurate and efficient data fusion 

outcome. Here score data features will be calculated based on data characteristics which will leads to 

accurate and reliable data fusion outcome. Based on evaluated score, this research work will assign 

the rank values, thus the accurate outcome can be ensured.  

Majumder et al [15] performed data fusion for the data gathered from the multiple sensors by adapting 

the clustering approach. Here fuzzy clustering technique and predictive tools are utilized for the 

efficient data fusion outcome. This research work ensures both compactness and distinctness of the 

data at the time of data fusion process.  

Ahmad et al [16]attempted to perform social media data fusion by adapting the CNN and GAN 

technique. The evaluation of this research work ensures that this technique guarantees increased 

average mean and precision values for increased cut off values.  

Simonetta et al [17] tried to process music information by adapting the multi model architecture. In 

this work fusion process is carried out to handle the music information more politely which will lead 

to increased computational efficiency.  
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Chen et al [18] introduced land cover classification accuracy by combining the RS features through 

data fusion task. Here performance analysis of the work is carried out over Landsat operational land 

imager dataset. The overall analysis of the research work proves that the proposed work ensure the 

accuracy prediction outcome with optimal and reliable data fusion process.  

Zhang et al [19] adapting the deep learning model for the efficient and accurate multi sensor data 

fusion outcome. Here performance analysis has been carried out on 7 datasets which involved 7 

degradation stages and 9 working conditions. Here more characteristics of input data is concentrated 

to improvise the data fusion outcome.  

Duplication Avoided Data Fusion 

In this research work, before data fusion, duplication avoidance is done in order to reduce the 

computational burden of handling repeated data’s. In this research work, initially context based 

feature extraction is done for extracting the useful features and repeated features. After feature 

extraction, duplication avoidance is done with the concern of similar concept. After duplication 

avoidance data fusion is done using hierarchical data fusion technique as done in previous work 

SHDFT. Finally performance of the data fusion technique is tested using Improved Convolutional 

neural network. The overall flow of research work is shown in the following figure 1. 

 

Figure 1. Processing flow of data fusion process 

Context Based Feature Extraction 

 In this work context based feature extraction is done to improvise the data fusion processing 

outcome. This is attained by concentrating on the context features which tends to provide the 

conceptual similarity between different kinds of texts. The features that are extracted to find the 

conceptual similarity are explained below: 

Context Feature: In this work context feature is extracted from the input samples which will provide 

the location and meaning of the input data.  

ADR lexicon feature: ADR lexicon feature represents the combination of the ADR list and the list of 

UML ID. This feature is used to differentiate the source information from where the data is obtained. 

This feature is represented by using binary function values.  

Parts-of-Speech feature: This feature is used to represent the different segments that define the 

verbal meaning of the content. This feature is extracted from the input data with the help of 

Stanfordparser tool. 

Negation feature: Negation feature is used represent the negative contract terms present in the input 

documents. This feature is represented by using the negation words such as not, no, and so on. 

Negation feature will reflects the different terms that are different to each other from the document. 
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Embedding Cluster feature: Embedding cluster feature is used to represent the different number of 

features which represents the similar concepts. Here, unlabelled instances will be extracted from the 

input data which will be grouped together.  

 The above features will be extracted from the input document in order to ensure the accurate 

and reliable data fusion outcome. Based on this extracted features duplication avoidance will be done, 

thus the accurate and efficient data fusion is done. 

Duplication Avoidance 

In this work duplicate data removal is done using two levels. In this work data redundancy is 

done by adapting the fuzzy technique. Here initially input data will be grouped based on the 

contextual similarity which is found in terms of features extracted in the previous step. After 

grouping, duplication avoidance is done by adapting the fuzzy region which will find the more similar 

data. Here fuzzy classification algorithm ensures the matching and removal of the similar and 

repeated data from the input data. Thus the data fusion can be performed accurately. The fuzzy 

classification algorithm is explained below: 

Algorithm: Fuzzy based duplication avoidance 

Input: Input data samples 

Output: Duplication avoided input samples 

1: Randomly create the membership matrix U  

2: Find the error values based on similarity level 

3: Repeat the process until threshold value obtained 

4: If membership function value not reached threshold 

 Find the membership for new set of data and repeat the task 

5: Else 

 Output the training set 

Hierarchical Data Fusion 

In this work, data fusion is performed in the hierarchical manner. That is data fusion is 

performed in three levels as done in our previous research work. In our previous research work 

conceptual similarity is calculated between different terms based on which data fusion will be carried 

out. The concept similarity between the two data’s can be calculated by using the following formulae: 

Sim (w1, w2) = 
max

i = 1, . . , m, j = 1, . . , nSim (S1i , S2j) 

Where w1, w2 English words 

S  concepts1  

By using the concept similarity measured above, semantic similarity can be computed as like 

below: 
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Sim  p1 , p2 =  
α

d + α
 

Where p1 and p2 mean values 

α adjustable parameter 

d  positive integer 

 By using the above formulae, semantic similarity between the data items can be calculated 

based on which final prediction can be made.The above process will be resultant with data fusion 

outcome accurately. 

Improved Convolutional Neural Network 

In this work Improved Convolutional Neural Network (ICNN) is introduced for data fusion 

performance analysis. In this work duplication avoided features termed as DF are given input to the 

ICNN. Those DF features will be convolved with three masks X1, X2 and X3. In this work logistic 

sigmoid activation function and hadamard product is used for the process the input in the hidden 

layer. The hidden neuron resultant with X1, X2, and X3 along with weight matrix Uj
k where j = 1, 2, 3 

and k = 1, 2, 3.  

 Lets assume DF is the features which is represented as MF × NF . Here 2D filter is applied on 

input features of matrix MW ×NW. The outcome of convolution operation performed over input 

features are represented as in equation 2. 

Cj = F * Mj  

*  2D convolution 

The 2D data matrix Cj has size (MX + MW − 1) × (NX + NY − 1) with (m, n)th entry. 

Cj m, n =    X a − m, b − n Wj(a, b)

NW

b=1

MW

a=1

 

 

 Finally logistic sigmoid function s is applied on the output matrices obtained from the hidden 

layer which is represented as in equation 4. 

Zj m, n = s  cj m, n  =
1

1 + exp −Cj m, n  
 

 

If the network consists of K number of output neurons then weight matrix Uj
k will be multiplied with 

the j number of hidden neurons Zj element wise. The calculation procedure of kth output neuron using 

softmax activation is given in the equation 5. 
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ak
t =

exp   eTZj  ⊙ Uj
ke

J
j=1  

 exp  eTZj ⊙ Uj
k1e

J
j=1  K

k1=1

 

 

Where  

⊙ Hadamard product  

e vector of length (MX + MW − 1)(NX + NW − 1) 

Results and Discussion 

In this section, numerical evaluation of the proposed research methodology is done in terms 

of various performance measures to analyze the performance improvement of the proposed and 

existing research methodologies. The matlab simulation environment is used to implement the 

proposed research methodology. The performance measures considered in this work are listed as 

follows: ―Accuracy, Precision, Recall and F-Measure‖.  The performance metrics values are given in 

the following table 1. 

Table 1. Performance metric values 

Metrics Methods 

DHDFA SHDFT DDFT 

Accuracy 65 87 91 

Precision 74 98 99 

Recall 79 98.6 99.2 

F-Measure 87 99 99.4 

 

Figure 3. Accuracy and precision comparison 

 In figure 3, comparison analysis of the proposed method and the existing method namely 

DHDFA and SHDFT is given. From this analysis it is proved that the proposed shows better 
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performance than the existing technique. Proposed DDFT attains 26% increased accuracy than 

DHDFA and 4% increased accuracy than SHDFT. In terms of precision, 25% increased precision than 

the existing DHDFA and 1% increased precision than SHDFT. 

 

Figure 4. Recall and F-Measure comparison 

 In figure 4, comparison analysis of the proposed method and the existing method namely 

DHDFA and SHDFT is given. From this analysis it is proved that the proposed shows better 

performance than the existing technique. Proposed DDFT attains shows 0.6% increased recall than 

DHDFA and 10.2% increased recall than SHDFT. In terms of F-Measure 12.4% increased F-Measure 

than DHDFA and 0.4% increased F-Measure than SHDFT. 

Conclusion 

In this research work, before data fusion, duplication avoidance is done in order to reduce the 

computational burden of handling repeated data’s. In this research work, initially context based 

feature extraction is done for extracting the useful features and repeated features. After feature 

extraction, duplication avoidance is done with the concern of similar concept. After duplication 

avoidance data fusion is done using hierarchical data fusion technique as done in previous work 

SHDFT.   Finally performance of the data fusion technique is tested using Improved Convolutional 

neural network. The overall evaluation of the research work is done in the matlab against existing 

work in terms of accuracy, precision, recall and f-measure.  
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