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ABSTRACT 

According to researchers, when a small amount of perturbation (a small change) is added to the input of a Deep Neural 

Network (DNN), the output of the DNN can be altered easily. In this paper, we'll be performing this attack by perturbing 

one pixel of the input image for the image classifying model. We'll also take a look at the activation maps that will help us 

to visualize the working of the attack as well as classification of the image. To perform the attack we'll be using an 

optimization algorithm called Differential Evolution (DE) which is going to help us to generate adversarial perturbation for 

one pixel. This is a grey box attack, meaning that we don't have much information about the target model, and this attack 

can fool many types of DNN because of the features provided by DE. The results shows that images present in Dataset of 

Kaggle (CIFAR-10) and ImageNet Dataset can be attacked just by modifying one pixel of the image. This exact 

vulnerability exists in original CIFAR-10 Dataset. Thus, this attack shows that currently present Deep Neural Networks 

aresusceptible to such low dimension attacks. 
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Introduction 
 

Researchers have shown already that Deep Neural Networks (DNNs) aren't that secure and they're vulnerable to 

various adversarial attacks. But what causes these vulnerabilities is still not known; research is still going on to find 

the cause of this vulnerability. Many experiments have shown that by adding perturbation in the input image vector 

can make the image classifying model to mis-classify the image. Since then, many algorithms have been created to 

form this "adversarial image". The general idea behind the adversarial image formation is just to add little amount of 

perturbation in the input image. 

 

So this pixel modification might or might not be visible to the human eye but it won't change how humans recognize 

the images but this modification can change the image classifier's output. But the perturbation vector should not be 

large, meaning that one should not modify too many pixels in the image otherwise the modification will be visible to 

the human eye as well. 

 

So in this project, we'll be performing the attack only on one pixel and the only thing which we need to know is the 

probability labels of the image classifier for normal images. 

 

The advantages of the proposed attack are as follows: 

 

1. Effective - Three different neural networks on Kaggle's CIFAR-10 Dataset gave around 68%, 71%, and 63% 

success rates and 22%, 35%, and 31% success rates on original CIFAR-10 Dataset. 

2. Grey Box Attack - One doesn't need any information about the internals of the model but one needs the 

probability labels for the target classes. 

3. Flexibility - This attack works fine with almost all types of DNN models. Doesn't matter how complex the 

model is or how much training it has undergone. 

 

At the end of the paper, we'll be looking at locality analysis. In there the attack will be performed near to the pixel on 

which the attack was successful, same perturbation vector will be used but just with a different pixel. It was shown 

that the success rate of nearby pixels is kind of same with the actual attacked pixel. This analysis actually shows that 

it is not the pixels or neurons that is vulnerable, it is the receptive fields. This is what make this attack independent of 

the model. 
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Methodology 
 

A. Activation Maps for One Pixel Attack 

 
To understand how one pixel attack works, we could use Propagation Maps that will allow us to visualize the 

perturbations of every layer in the neural network. Figure 1 shows the activation maps for the classification of a bird 

on Resnet Model. It can be seen that DNN tries to find and extract features from the images at every layer of the 

DNN. However this is just a normal classification, the input vector wasn’t perturbed. The activation maps changes 

when the input vector is perturbed. 

 

B. Single Pixel Perturbations that can Change Class 

 

In Figure 2 we can see that the perturbation started small and then started to spread in further layers, in the last layer 

we can see that the perturbation has left some residuals exactly at the place of the perturbation coordinates. All of the 

adversarial samples actually shared similar features of the PMaps. 

 

So one pixel change can cause influences that spreads over the entire map, especially in deeper layers. 

 

C. Single Pixel Perturbation that DO NOT Change Class 

 

Let us say, we picked the wrong pixel to attack, in that case we can see from Figure 3 that the influence’s density 

decreases layer-by-layer and our attack failed. The image was classified correctly. 

 

 

 
Figure 1.PMap for Resnet Model. Without any perturbation, this image was correctly classified as a bird 

 

 

 
Figure 2.PMap for Resnet Model. The bird was misclassified as frog after one pixel change 
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Figure 3.Perturbation failed to change the class. The image was successfully classified as a horse 

 

However, this is not a rule, in the Figure 4, we notice that the pixel’s influence is strong enough but still the image 

was classified correctly. 

 

So we can say that it is not necessary that high influence of the perturbation might give us successful attack, it 

strongly depends on the position of the pixel and sample. 

 

D. Activation Maps Generation 

 

Activation maps can be generated using a python modules named keract. keract can be used to generate the 

activation maps or even heat maps for each layer of the DNN model. To get the above images, one needs to use the 

get_activations and display_activations functions. 

 

 
Figure 4.Keractactivation maps generation in Jupyter Notebook 

Just like that we can have heat maps as well. 

 

 
Figure 5.Keractheat maps generation in Jupyter Notebook 
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One Pixel Attack 
 

The DNN model being used is ResNet and the model is around 92% accurate. The dataset being used is CIFAR-10. 

 

So the following image was successfully classified as a bird with an accuracy of ~70%. 

 

 
Figure 6.Bird (32x32) 

 

Now the function perturb_image(xs, img) will take perturbation vector (xs) and the image (img) as input and perturb 

the image as per the perturbation vector and return the perturbed image (Figure 7). 

 

 
Figure 7.perturb_image(xs, img) 

 

This is what the perturbed image looks like after this 

 

 
Figure 8. Bird (Perturbed) (32x32) 
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Now passing this perturbed image to the classifier, this was the obtained result. 

 
Figure 9. Output for Perturbed Image 

 

So the DNN was not able to identify this image as a bird. The confidence of this image being a bird is 

0.00018887517 but previously this image was classified as a bird with an accuracy of 0.7066183.  

 

How this modified one pixel affects the classification has been explained in the previous section where activation 

maps were being used to show the output of each layer of DNN. But here the differential evolution wasn’t used 

anywhere. This was a random attack which somehow got succeeded but we cannot guarantee that for every random 

perturbation vector this will work. 

 

The differential evolution is already available in scipy module ofpython but we need to make some changes so that it 

could work with the complete tuple of perturbation vector, i.e. (𝑥, 𝑦, 𝑟,𝑔, 𝑏) and measure the optimization on the 

prediction function of the model, plus we’ve to change the callbacks as well. Start the attack with a random 

perturbation vector then feed differential evolution with these arguments then collect the results. 

 

So we need a function to check whether the perturbation vector was a good one or not. The following function will 

do the check for us. 

 

 
Figure 10.Success Criterion Function 
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Figure 11. Function to Perform Attack (Both targeted and non-targeted) 

 

Function shown in Figure 11 allows us to perform both targeted and non-targeted attack and involving 

differential_evolution to perform the perfect attack on the images. 

However still using differential evolution doesn’t gurantees that attack will be a success always. Many times 

differential evolution might fail to find good pixel to perturb the image. 

 

So we could use pandas library to plot the statistics for different models on the same attack. 

 

 
Figure 12.Attack Success Statistics 
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Position Sensitivity and Locality 
 

Till now we’ve seen that how one pixel attack works just by changing one pixel in the image and it works by 

searching for that pixel but again, to what extent is the success dependent on the pixel position? 

 

To understand this, let us choose a random pixel to attack and perturb that pixel. 

The results are shown in Table 1, which actually show that success rate in case of random pixel is very low. This 

shows that pixel position plays a vital role when it comes to attack success. However attacking on the near-by pixel 

(8 Pixels) shows a positive result. 

 

Table 1. Success Rate of the Attack 

 LeNet ResNet 

1 Pixel Attack (Original) 58% 21% 

Random Pixel Attack 4.8% 3% 

Nearby Pixel Attack 33% 31.3% 

 

Attacks and Defences 
The security problem of Neural Networks became a critical topic after all these attacks. 

 

C. Szegedy et al. was responsible for revealing the sensitivity to well tuned artificial perturbation which we can craft 

using several algorithms based on gradient. For example “Fast Gradient Sign” algorithm is used for calculating 

effective perturbation. Other algorithm uses Greedy Approach, Jacobian Matrices and so. Apart from perturbation, 

there are other ways to create adversarial images that model will misclassify, such as an artificial image, rotating the 

image and so. The adversarial perturbation is not limited to images only, this can be used in NLP, Speech 

Recognition, Malware Classification etc. 

 

So many detection and defense methods were proposed to patch the vulnerability, for example, network distillation 

enhanced the robust nature of the neural network, adversarial training was proposed in which adversarial images are 

the part of training data. Even few image processing techniques proved to be effective when it came to detection of 

adversarial images. But again, these defense techniques can be bypassed easily by making a small modification in 

original attacks. 

 

Conclusions 
 

So in this paper, the following things were highlighted. 

 

 The influence of the perturbation 

 

Using the PMaps and Heatmaps we can see how perturbation can influence layers of DNNs. From the figures we can 

see that perturbation’s influence grows and spreads as we go deeper in DNN. 

 

 Performing the attack on CIFAR-10 Dataset 

 

The codes shown in Jupyter notebook shows how the attack can be performed on CIFAR-10 Dataset. 

 

 Measuring the Success Statistics 

 

Using the pandas library and DataFrame module we generated the table showing the attack success rate on different 

types of models. 
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Results 
 

In this paper we implemented the functions that were needed to perform the attack, we also discussed about 

Activation Maps which indeed helped us to understand the working of the attack and DNN, apart from that, the 

attack was performed on different DNN models and their success rate was shown in the Attack Success Statistics. 
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