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Abstract—Detection of diseases with the help of computer has helped the doctors in 

recognizing the colorectal cancer more efficiently,that further helps in treatment and increases the 

survival rate of patients.This paper shows our work on  classification of endoscopic images using 

convolutional neural network(CNN). The proposed network preserves the spatial details of 

endoscopic images by changing the dilation factor. It is said that if the dimensionality of an image 

is reduced, the image may loss spatial details, which may result in confusion among similar 

looking polyps or may even miss detection of polyps. In our model we also use regularization 

technique to overcome the problems like noise, artifacts and overfitting. For evaluating over 

models we have used matrices namely accuracy matrix, precision matrix, recall matrix and F1-

score. Our model gives higher accuracy when compared with traditional models for classification 

of endoscopic images.  

Keywords—Colorectal cancer(CRC), Colorectal cancer classification, image classification, 

CNN. 

I. INTRODUCTION  

CRC is the third most dangerous cancers diagnosed across the world.The number of estimated 

death due to colorectal cancer in 2020 in United States is around 53,200[1].  To provide effective 

treatment and improve the survival rate of patients, timely detection and diagnosis of colorectal 

cancer is required. Although, technologies like artificial and computer vision are available these 

days which help the doctors in detection and classification of colorectal cancer. The research in this 

domain is going on since decades and has given effective medical imaging technologies [2][3]. The 

research has also contributed to the automated detection and classification of brain tumors [4][5], 

skin cancer[6], breast cancer[7],gastric cancer[8], hookworms[9]. 

The traditional methods available in machine learning for image classification of images is 

based on hand crafted features, like texture information, shape, color etc.  The proposed techniques 

make use of feature extraction methods as well as classifiers in order to classify CRC images. But 

with these traditional methods feature extraction is difficult because of some limitations like color 

insufflations, blurring, variations in viewpoint and lack of illumination.  

Motivated with success of deep learning in computer vision [10][11][12], researchers have 

started applying deep learning for analysis of endoscopic images. But for this the main challenge is 

to availability of data set, as medical data is not available in large amount. This challenge can be 

addressed using transfer learning approach, but this also suffers from lot of issues [13][14][15]. 
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Down sampling is used in deep layers of pre-trained networks, this technique works well with 

classification of natural  images using ImageNet dataset [16] ,but this does not work well with 

medical images. The presence of small feature maps at higher layers have limited information, 

which is insufficient for representing features of endoscopic images, hence cannot identify small 

polyps or similar images. So, it can be argued that if the output is of bigger size then the features 

can be represented more accurately and hence classification can be improved. Also, there is a 

possibility of overfitting when the data given to a pre-trained CNN is small in size, as the CNN can 

even learn artifacts as well as other details from the datasetthat may result in inaccurate results 

when applied to new data. The main limitations for the use of the traditional machine learning 

methods in medical imaging is high accuracy is a key demand but is difficult in similar looking 

limited dataset also the pre-trained methods are very much prone to overfitting if proper 

regularization method is not used. Even a very small error caused in classification of a medical 

image may result in bad experience. Two of the diseases one is Crohn‘s disease and the other is 

ulcerative colitis have features that are sameand both of them are differentiated based on the 

chronic inflation in the digestive tract. But the mistake in classification of such disease is not 

acceptable at all. Hence, there is a need of more accurate and effective classification models that 

can even learn the minute details in endoscopic images. 

We propose a method that can increase the classification accuracy by using dilation in 

convolutional network. The main assumption that we have made in our method is that the model 

will be able to learn even very minute details from the dataset when dilation method is used. It can 

also increase the accuracy of classification when feature maps having high resolution are passed to 

the layers that are responsible for classification. An increase in the dilation factors may miss the 

required spatial features in similar looking images and small polyps, and hence cannot be applied o 

images of such classes. In the same manner to address the problem of artifacts, noise and over 

fitting DropBlock[17]  layer is amended after all the dilated convolution layers, that uses 

regularization method.  It helps in regularization of the data by ignoring the adjacent regions of 

feature map and hence the model is forced to find some other place for fitting the data. The 

DropBlock used can remove the artifacts that may be preset in the dataset like motion blur, 

specular reflection, artificial devices etc.  

This research paper initially describes the introduction and motivation for the proposed method. 

The next section i.e. Section II describes about the related work in colorectal 
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classification using endoscopic images. A detailed description of our proposed approach for 

classification of colorectal cancer is given in section III. Section IV and section V describes the 

data, training procedure, performance, accuracy metrics and results of our proposed model. The 

last section that is section VI and section VII tells about the significance and contribution of our 

findings.   

II. RELATED WORK 

This section of the paper describes about the methods used for feature extraction and 

classification of colorectal cancer from endoscopic images. It includes the traditional machine 

learning methods and modern deep learning methods.  

A. CROHN’s DISEASE AND ULCERATIVE COLITIS 

Authors of [18] proposed a supervised learning technique that can automatically identify and 

localize the abdominal areas that are affected by Crohn‘s Disease. They used features like shape 

asymmetry of 3D regions, intensity statistics and texture anisotropy in order to differentiate 

between affected area and unaffected area. Authors in [19] also followed similar approach but used 

different features like intensity and texture. Authors in[20] detected colitis in tomography scans 

that were computer by contrast enhancement. They used visual codebook for accurately detecting 

the tomography scans. Authors in [21] proposed neuro-fuzzy based technique that detects Crohn‘s 

disease. They performed tests on various levels of fuzzy partition and for dimensionality reduction 

they used factor analysis.  

Authors in [22] proposed three unsupervised machine learning models. In the first model they 

used endoscopic data and which gave an accuracy of 71%. In the second model they used 

histological data, and achieved accuracy of 76.9% and in the third one they used both histological 

and endoscopic data and achieved an accuracy of 82.7%. Authors in [23] classified Crohn‘s 

disease and ulcerative colitis by calculating individualized pathway scores using genes. Authors in 

[24] used global features, deep convolutions neural network and deep transfer learning to classify 

different diseases and also made a dataset named as ―KVASIR‖. Authors in [25] proposed a 

technique to classify the depth of ulcerative colitis. They used deep convolutional network along 

with the knowledge of endoscopic domain. Authors of[26]showedthat the accuracy calculated by a 
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deep convolutional neural network is equivalent as compared to that of a radiologist when 

classification of the intensity of ulcerative colitis. Authors in [27] found the GoogLeNet 

architecture of CNN based on computer aided diagnosis (CAD) systems is very robust for the 

detection of intensity of ulcerative colitis. Authors in [28] proposed a CAD system for prediction 

of soreness related to ulcerative colitis.   

B. COLONIC POLYPS 

Polyps are initial phase of colorectal cancer. Some polyps get converted into cancer cells. 

Authors of [29], in their study of classification of colorectal polyps proposed a technique called as 

texture analysis which was based on local fractal dimensions (LED). Their study described three 

LFD based approaches, this approach was able to discover some extra features from the image 

like the shape and gradient information which further helped in increasing the accuracy of 

classification, and it was tested on different set of data. They also proposed a filter bank based 

technique, which was a texture analysis technique and contributed in colorectal polyp 

classification [30]. The filter bank had filter mask that classified different polyp from each other. 

Authors in [31] proposed a color texture operator that made use of local binary pattern variant, 

this operator was able to automatically classify endoscopic images. They created a color vector 

field by finding the similarity of neighboring pixels and for further classification they used kNN 

classifier. Authors in [31] worked on eleven different datasets of endoscopic polyp images and 

tested wavelet based approaches on those datasets. Authors in [32] proposed three different 

approaches for feature extraction that were based on wavelet and discovered that those techniques 

were suitable for automated colonic polyp classification. Authors in [33] proposed a detection 

system that was based on local features. Authors in [34] proposed an architecture that created a 

new feature by combining Gabor filter and monogenic local binary pattern. This features 

generated extracted information about the shape and edgeat multiresolution and kept the color 

details. In this architecture they used linear discriminant analysis for feature reduction and SVM 

for classification. Authors in [35] proposed a technique that used two segmentation techniques, 

through which some features were extracted which can be further used for classification of 

colonic polyps. 

 

 Now a days after the introduction of convolutional neural networks (CNN) the use 

handcrafted features is reduced for feature extraction and classification and is replaced by CNNs 

[36]. Authors in [37] worked on detection, multiclass classification and localization of colonic 

polyps by using various technologies like deep learning, information retrieval and local and global 

feature analysis. Authors in [38] introduced a transfer learning approach that used deep CNN to 

learn features from non-medical data and thenused low-level features for detection and 

localization of colonic polyp. Authors in [39] compared the methods that were based on hand 

crafted features and CNN by using three different databases and found that CNN gave better 

results. Authors in [40] classified gastrointestinal disease by using deep learning and texture 

features. Authors in [41] detected polyps by making use of deep CNN and verified the results with 

human expert. The method proposed by them was able to detect all the polyps that the human 

expert had detected. 

 Authors in [42] classified celiac disease and colonic polyps from an endoscopic database. They 

used three CNN architectures that were pre-trained and SVM as classifier. They performed 

concatenation and combination on the result obtained from different layers and obtained better 
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results than CNN based methods. 

 

C. LIMITATIONS OF RELATED WORK 

After reviewing the related work some problems in previous methods were found which are 

listed in Table 1. Also some weakness in the previous methods is listed below: 

 

 

Convolution (Conv) Block  

Fig 1. Overview of ResNet50 architecture[45]. At the first stage down-sampling with stride 

2 is performed on the feature map and then batch normalization is performed followed by 

ReLU layer. All the stages need equal number of layer. Convolution block and identity block 

are present in each stage. The identity block has 3 convolutional layer  

 

a) These approaches had dependency over the handcrafted features. For getting the 

handcrafted features it is required to get the deep knowledge of image [19][20][29][31]-[35].They 

needed texture analysis which is computed by the classifier by feeding local descriptors of image 

in it. Although some of these approaches give high accuracy but still lack in generalization and 

transfer ability in inter-dataset variability. 

b) The dataset used is limited [26], the classes of data is also less [15][41][39]. 

c) Most of the approaches depend on histological data and endoscopic data, which limits the 

application of the technique in real scenario as histological images may not be available always. 

d) The approaches are not aware of the features that the network learn during the training 

process [14][25][42][41][26][27][39][24]. 
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  F(x)  relu 

 

 

 

  F(x)+x  relu 

 

Fig 2. Residual Learning[45] 

III. METHODOLOGY 

 

In our model the CNN network uses transfer learning approach instead of training a new CNN, 

we have used a pre-trained network.The features that are obtained by activating a CNN that is 

trained in a fully supervised manner for recognition task on large scale can be used again for 

 
 

Fig 3. Proposed Architecture. Dilation is added at stage 4 and stage 5. In the end non-

residual layer is added. Also strides in stage 4 and 5 are removed and all the other blocks 

are dilated. DropBlock regularization method is performed after every Convolution layer.  

 

 
Fig 4. Detailed proposed method and baseline model 

 

novel task. Also, the dataset we had contained limited number of images that was not enough for 

training the CNN as it needs a large number of parameters for getting trained. Authors of 
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[13][45][46][47][48][49] have shown that a pre trained CNN with proper fine tuning gives better 

results or in worst case similar results than a CNN trained from scratch. The baseline model used 

is ResNet50 architecture as by experiments we came to know that for colorectal dataset ResNet50 

gave better results as compared to any other architecture.  

Fig 2displays the basic residual network block along with the identity connection. It learns the 

function below: 

 

A(k)=B(k)+k   (1) 

 

In this equation k is the identity function and B(x) represents the stacked non-linear layers. The 

ResNet50 architecture used has five stages of blocks as shown in fig 3. In each block small 

chunks of network are connected to form big network using skip or shortcut connections. 

Depending on the dimensions of the input and output two blocks are used. If the input activation 

and output dimension has the same size, then function becomes as follows: 

 

y = f(x,Wi) + x   (2) 

 

in this equation x and y are input and output vectors of individual layers. The residual mapping 

is represented by the f(x,Wi) + x function. Fig 1 represents the example of an identity block 

having two paths shortcut path and main path. On the other hand if the size of input and output 

activation is different, a convolutional layer to the upper path is added as follows:  

 

y = f(x,Wi) + Wsx   (3) 

 

The identity block has three different sets of convolutional layers, and then is the batch 

normalization followed by ReLU activation function. On the other had convolutional layer also 

has the same number of layers followed by an additional layer that is the convolutional layer. 

We assume that it is required to keep the down sampling approach and the spatial information 

is preserved in the last layers. This was done by adding dilation and removing the down sampling. 

The architecture that we have used was made for ImageNet Classification also we have made 

some changes so as to adjust to our network [43]. 

 

A. APPROACH 

This section gives the details of the approach used to learn and represent the endoscopic features 

from the colon disease images by our model. In order to attain this we have used dilation at the 

end of each layer. The proposed model contains five layers as described earlier in section III. We 

assume L
i
 as the group of layer where i=1….5. The j

th
 layer in group I is represented as L

i
j. The 

filter corresponding to L
i
jis represented by F

i
j. The output of L

i
jcalculated by our model is 

 

  Li𝑗 + 𝐹i j (𝑝) =  Li𝑗(𝑎)𝐹i
a+b=p

j(b) (4) 

 

To attain the desired result dilated convolutions is used in the last two groups so in stage 4 

dilated operators are used with rate 2 for each layer in the block. 
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 L4𝑗 + 2𝐹4j (𝑝) =  L4𝑗(𝑎)𝐹4
a+b=p

j(b) (5) 

 

In L
5

1 that is the first layer of stage 5 following transformations are performed  

 

 L5𝑗 + 2𝐹5j (𝑝) =  L5𝑗(𝑎)𝐹5
a+b=p

j(b) (6) 

 

 And in other blocks of stage 5 a dilated factor of 4 is used by analogy  

 

 L5𝑗 + 4𝐹5j (𝑝) =  L5𝑗(𝑎)𝐹5
a+b=p

j(b) (7) 

 

for j=1…..4.  In L
5

4 that is the forth block of stage 5 a dilation factor of 2 is used 

 

 

 L5𝑗 + 2𝐹5j (𝑝) =  L5𝑗(𝑎)𝐹5
a+b=p

j(b) (8) 

 

for j=3,4,5. In the end a non-residual block with normal convolution is added and a global average 

pooling layer is also added after the non-residual layer, which is same as in the original 

architecture. The global average pooling layer is used to limit down the feature maps of the output 

to a vector. This vector is mapped to another vector having the prediction scores of all the 

classesby 1x1 convolution as shown in Fig 3 and Algorithm 1. 

 

Fig4.gives the details of each layer in the original architecture and modified architecture. The 

model proposed by us has a total of fifty-seven layers. The earlier layers have same shape as well 

as structure but the structure of the later layers is changed because of the addition of dilation. A 

feature map of size 112x112x64 is generatedby the first convolutional layer. The size of the input 

image is kept as 224x224 and 64 filters of 7x7x3 size are applied on the image. Further a max 

pooling layer is used that generates output feature map of size 56x56x64 by  processing the input  

by a filter of size 3x3.Downsampling is performed in the original model by applying 1x1 

convolution layer. Also stride of size 2 is applied in layers of stage 3 to stage 5. On the other 

hand, in the proposed model the stride applied is of size 1 and also the 3x3 dilation layer is used in 

stage 3 instead of 3x3 convolution layer.Finally, the global average pooling layer is used to 

generate optimal feature vector of size 1x1x2048 
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When the frequency content of feature map is higher than the dilated convolution sampling rate 

the problem of gridding artifacts arise. In order to avoid gridding artifacts, two non-residual blocks 

are added in the proposed model having decreased dilation. Also this prevents the propagation of 

gridding artifacts from one layer to the other. The modified network gives an output of 28x28 after 

G
5
 layers, which in turn supports global average pooling layer to work on large number of values. 

It also supports the classifier to identify the features that cover a small part in any image. 

The problem of overfitting or poor local minima may arise due to addition of more non-residual 

blocks at the last layer which in turn increases the network size. The limited dataset creates issues 

in such case. Also, the endoscopic images have a lot background noise and artifacts that is one of 

the limitations in classification.To handle these problems DropBlock method is used 

[17][52][53][54] which regularize the convolutional network. The DropBlock method decreases 

adjacent region of the feature map, whereas the Dropout method decreases features 

randomly[44][50][51]. DropBlock is applied to all the blocks of stage 4 and stage 5 after 

convolutional layers. All these details are given in algorithm 2. It contains two parameters α and β. 

The parameter α contains the information about the continuous regions that are required to be 

decreased whereas β tells the number of units to be decreased. By keeping the size of α as 7*7 the 

value of β is calculated as 

β = ((1 − 𝑘)(𝑠2))/𝛽2(𝑠 − 𝛽 + 1)2                  (9) 

here k denotes the probability of keeping an activation unit. The initial binary mask is sampled 

using Bernoulli distribution having (1-k) as mean. s denotes the feature map size and (𝑠 − 𝛽 + 1) 
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represents the valid seed region. For computing β the value of k is kept0.9. 

 

IV. EXPERIMENT 

A. DATA COLLECTION 

1) KVASIR DATASET 

 

KVASIR is an open dataset that is available for free. It has around 8000 images, 8 classes each 

having 1000 images. It contains a large set of images divided into two categories namely 

anatomical landmarks that shows Z-line,pylorus and cecum and pathological finding that shows 

esophagitis, polyps and ulcerative colitis. Some sets also describe about the removal of lesions. 

They include dyed, lifted polyps and dyed resection margins. It has images of various resolutions 

ranging from 720x576 to 1920x1072pixels. Pogorelov et al performed evaluation of these 

databases with three methods: classification using global features, deep convolution neural 

networks and deep transfer learning. For the experiments the data is divided in the ratio of 50:50 

in order to compare with the original paper. This paper shows the comparision of the proposed 

method with other approaches.  

 

2) COLORECTAL DATA 

 

The dataset is provided by Mahaveer Cancer Hospital, Jaipur. The dataset is divided into five 

classes of 3515  
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images that include 634 images of adenocarcinoma, 775 images adenoma, 563 images of Crohn‘s 

disease, 773 images of ulcerative colitis and 770 normal images. Initially the images were of 

different size ranging from 400x400 to 2000x2000 pixels. So, the images were first processed to 

make their size according to the architecture. Normalization was performed on images with 

default features as needed by the architecture. As the data set was small augmentation was 

performed on the dataset so as to increase the size of the dataset. The dataset available was not 

balances so while augmenting it was taken care that the class having less data was augmented 

more so that the data becomes balanced and hence reducing the problem of overfitting. For 

augmentation various techniques like scaling, flipping, zooming, rotating, shearing, contrast 

normalization were used. The images were first rotated, then flipped in both horizontal and 

vertical direction and finally zoomed. The complete dataset was first divided into two groups one 

was used for training purpose and the other for testing and validation. The description of the 

dataset is given in Table 2.   

B. PERFORMANCE METRICES  

For checking the performance we made four evaluation matrices accuracy, precision, recall and 

F1 score. The matrices were calculated as follows: 

 

Accuracy =
true positive + true negative

true positive + true negative +false positive + false negative
(10) 

 

Recall=
true positive

true positive + false negative
  (11) 

 

Precision =
true negative

true negative +false positive
  (12) 
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F1 score = 2 ∗
Recall ∗Precision

Recall +Precision
  (13) 

 

Here Accuracy is the ratio of correctly classified images to total images. Recall is the ratio of true 

positives to that of true positives and false negatives. Precision is the ratio of true negatives to that 

of true negatives and false positives. F1 score is the average of recall and precision.   

 

C. NETWORK TRAINING 

 

The methodology used is Keras on the front end and Tensorflow at the backend. The model was 

trained and parameters were learned using the training dataset. To optimize and correct the 

learning rate validation dataset is used. To evaluate the model for recognition and generalization 

test dataset is used. 

 

The weights of ResNet50 are initialized and stochastic gradient descent with batch size 16 is used. 

The learning rate starts from 0.001 is divided by 10 when patience level becomes more than 8. A 

momentum of 0.9 and weight decay 0.0001 is used. 
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V. RESULTS 

A. PERFORMANCE OF KVASIR DATASET 

The results using KVASIR dataset are represented in Table 5 using accuracy, recall, precision and 

F1 score matrices. The results are compared with the proposed model in accordance with the 

baseline model given in the original research. The baseline models include classification using 

global features, deep convolution neural networks and deep transfer learning. The proposed model 

achieved an accuracy of  95.7% and F1 score 0.88 which overcomes the performance using 2 

layer CNN and 3% better than model using transfer learning in deep learning. 

 

B. PERFORMANCE OF COLORECTAL DATASET 

This section compares the performance of the proposed model with the earlier models used for 

classification of endoscopic images. The work done on colorectal cancer using deep learning is 

limited so we have compared with other similar tasks. The comparison results are presented in 

Table 3 when different models were trained using colorectal image dataset. The evaluation was 

performed keeping the number of parameters, augmented dataset and validation dataset same. The 

comparison showed same results but ResNet50 outperformed all the others.Table 4 compares the 

output of each model using F1 score.  

 

The proposed model gives better results than all the other models giving F1 score as 0.93. Authors 

of [38] were able to achieve similar results in normal class but lagged behind in similar looking 

disease class. Authors in [39] obtained F1 score 0.836 using three layers which shows that it 

cannot learn the complex features in the image as it is not that deep so it gave poor performance. 

Authors in [26] were able to obtain F1 score of 0.89 with 159 layers, it shows that its 

discriminative capability is powerful but with other CNN methods accuracy obtained was similar. 

C. ABLATION STUDY 

To evaluate the performance of proposed model, it is compared with the baseline models with 

same experimental settings. For the experimentation the dilation at stage 4 and stage 5 is removed. 

Table 6 shows the results obtained by recall, F1 score, precision. From the results recorded in 

Table 6 following conclusions can be drawn:  

1) If  dilation is added only at the end layer, the classification will not give good 

result infact it may even degrade the performance. Also if a convolution block with dilation 
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rate 2 is added at stage 4 does not have any impact. 

2) The F1 score gets down from 0.91 to 0.89  and 0.90 when dilation rate changes are made at 

4
th

 and 6
th

 row of stage 4 and stage 5 as gridding artifacts effect the system. The DropBlock 

technique used for regularization increases the F1 score at  5
th

 and 7
th

 branch which is higher as 

compared 4
th

 and 6
th

 row. 

3) Also there is an improvement in the F1 score by 0.91 to 0.92 because of addition of 

increasing and decreasing dilation rates at the last layers. Also, the performance increases by 0.92 

to 0.93 by the use of DropBlock regularization. Hence it can be concluded that the proposed 

model is effective in recognizing small polyp and similar looking images. 

VI. DISCUSSION 

The proposed method has obtained the best results on the given dataset in terms of classification 

as shown by Table 4. It can be seen that applying downsampling and preserving features at the 

end blocks boosts up the recall rate to 92.8% and precision rate by 93.2%. From table 3 it can be 

concluded that in medical domain transfer learning may not give good results. Due to progressive 

down-sampling approach used by CNN it does not give good results with the dataset that has high 

interclass similarity and interclass variation. 

 

ResNet50 fails in classification of endoscopic images at some place as shown in Fig5. If the 

endoscopic image has very small polyp than classification is difficult as CNN uses progressive 

down-sampling approach. As it can be seen Fig 5a adenoma is classified as normal image. This 

kind of misclassification occurs because of the inappropriate spatial information because of 

reduction in image resolution that represents the tiny feature maps of size 7x7 in the end. At deep 

layers the learned featuresare more class specific, the classification becomes more difficult if 

similar features occur in different classes. To quote an example some adenoma that is polyp and 

may grow as adenocarcinoma have similar shape to that of continuous inflammation. So the 

model may get confused and misclassify adenocarcinoma as polyp as shown in Fig5b. In Fig 5 as 

shown the model is able to detect only some patterns in each class of last two sets of images. 

These features are further used for classification process. But the proposed method preserves the 

learned information till the end layers. So, it can be concluded that if dilation is added at the end 

layers classifying process becomes more effective as compared to the fine tuning of CNN and 

other techniques. 

   The proposed method is also capable of handling with noises and artifacts in the endoscopic 

image. The dilation convolution used with DropBlock regularization gives better results as can be 

seen in Fig 6. The proposed method gives a probability score from 56% to 88%, so it can be 

concluded that the proposed model can better classify more specific and essential regions and 

does not get affected by noise and artifacts. 

 

The proposed method is also helpful for extracting useful features from endoscopic images. The 

experiments also show that when the dataset had images that were hard to distinguish CNN was 

able to learn the features from last layers using class activation map approach [45] and similar 

methods were not able to attain such accuracy rates. Also, the proposed method was able to get a 

F1 score 0.88 with 92% recall rates with KVASIR dataset, that shows the high capability of 

recognizing in disease class. From the experiments and their results it can be seen that the 

proposed method in better and more stable than the other traditional methods for classification of 
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endoscopic images. 

VII. CONCLUSION 

This work investigates the use of deep learning techniques for classification of endoscopic 

images. It can be seen that the features shown by the layers before global average pooling were 

not enough because of large use of down-sampling because of which spatial information was lost. 

So, to preserve the information at last layer the dilation convolution is used in increasing and 

decreasing order. Also the use of DropBlock at deep layer was able to recognize specific regions 

without getting effected by noise and artifacts. The classification task was also done attaining a 

higher accuracy which shows that the proposed model was able to capture very small and detailed 

information among similar images. From the experiments and comparision with KVASIR dataset 

it can be seen that the proposed method gives better performance in endoscopic image 

classification. In future this technique can be used be used for classification of other endoscopic 

images. It can also be extended by using earlier feature layers and deep features with dilation to 

handle classification problems in other domain. 
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