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Abstract 

Medical disease classification is one of the major challenges to scientific and medical 

researchers. Due to its high dimensional feature space and data imbalance, most of the 

medical databases contain many homogeneous or heterogeneous features. It is difficult to 

predict the disease label due to class imbalance. Feature transformation, feature ranking and 

data classification are the essential approaches used to classify the high dimensional data with 

a high true positive rate. Feature transformation helps to improve the feature ranking process 

in high dimensional feature space. Most traditional feature transformation approaches such as 

min-max variance, probabilistic normalization and min-max normalization, etc., are 

independent of data distribution and multi-class labels. In this work, a novel feature selection 

based random forest classifier is proposed to improve the efficiency of the medical datasets. 

Practical results proved that the proposed heterogeneous classification framework has better 

accuracy, nearly 98.6 % accuracy compared to the traditional nominal data classification 

models. 
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1. Introduction 

Machine learning is the process of identifying and analyzing the unknown hidden 

patterns and their relationships on large uncertain databases. Machine learning is the art of 

computer science without being programmed explicitly. Machine learning has allowed us to 

recognize practical speech, self-driven cars, efficient web research, and humans' perception 

enormously improved in the early decade. This is so persistent today that it may be applied 

without knowledge several times a day. Most researchers are involved and believe it is an 

excellent way to develop artificial intelligence towards the human level. Cancer research is 
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one of the main fields of research in the field of medicine[18]. The predictability of different 

cancer types is important for better treatment and minimization of severity for patients[1]. 

Therefore, microarrays can be used for the classification of different cancers and for the 

prediction. In the classification of lymphoma, leukemia, breast cancer, and liver cancer, for 

example, gene expression data have been employed to obtain good results. Microarray 

technology provides a new tool for automating the diagnostic work and improving the precise 

traditional diagnosis techniques[2]. The expression of thousands of genes can be examined at 

once with microarrays. Higher expression testing of certain genes can help cancer predict. 

The problem in the analysis of microarrays, however, is that gene expression data are ultra-

highly dimensional (microarray image)[16].  

Microarrays' high dimension makes it extremely difficult to process them and their 

complexity in time and space. Therefore, it is important to reduce the data dimensionality 

before further processing in order to make processing microarray feasible.  

As mentioned, a number of methods for classifying cancer types with gene expression 

are developed and researched. However, most of the studies were confined to the problem of 

binary gene selection and very few considered feature selection and classification in multiple 

classes. This is because the selection and classification of multi-class genes are significantly 

more difficult than binary problems. Notably, the most effective and useful classifiers for the 

accurate diagnosis of cancer by microarray gene expression data are multi-class cancer 

classifiers such as random forest and support vector machine. SVMs can only be used for 

binary classification tasks in the first generation. Most real-life diagnostic tasks, however, 

particularly cancer and not binary classes. In recent years, several algorithms have been 

implemented to classify the multiple classes along with statistical approaches, the 

Evolutionary Algorithm, near-K(KNN), naive bays (NB), neural networks (NN)[19], and 

decision tree (DT), SVM (Support Vector Machine), ELM(Extreme Learning Machine) and 

so on. In this area, many algorithms for gene selection were proposed [3]. The gene selection 

process is challenged by a large number of genes and the small number of samples.  The T-

score between classes and gene expressions is common in the analysis of gene expression in 

microarrays[4]. The t-test of two samples is a test parameter that tests whether two datasets 

from the same distribution have been sampled (or have the same mean). In the context of the 

analysis of difference of expression, the values of expression across two classes for a specific 

gene are assumed to be of unequal sample size with an unequal difference[5]. Therefore, an 

unpaired t-test on expression array data is usually carried out. The t statistics are directed to 



Annals of R.S.C.B., ISSN:1583-6258, Vol. 25, Issue 2, 2021, Pages. 3211 – 3225 

Received 20 January 2021; Accepted 08 February 2021.   

3213 
 
http://annalsofrscb.ro 

the medium differences between the interclass and inverse to the inter-classes' standard 

deviations. Small standard deviations in the intrinsic classes and a large interclass mean 

difference show a good class gene (small p-value)[6]. Based on the overlap of distributions, a 

p-value is determined. The microarray gene classification of cancer is a major problem.  

As the size of the medical databases increases, traditional machine learning models 

such as decision tree, SVM, neural networks, naive bayes, fuzzy ensemble learning [7], etc. 

become difficult to process the patterns due to noise, high dimensionality and non-relational 

instances in the medical databases. Also, the major challenge of the existing models includes 

disease pattern discovery and quality services [17]. Feature selection and classification are 

the essential requirements for most of the medical disease pattern discovery models. 

Generally, the SVM classification scheme is based upon the characteristics of the statistical 

learning mechanism. The classification of the SVM classifier supports structural risk 

minimization to carry out the whole process of classification smoothly and effectively.  

Another classification method is called bagging. In this, the classifier is able to give 

an output of a category guess. Each prediction done is considered as a single vote. If a given 

class gains the majority of the votes, it is then considered the classification's output. The 

bagging aggregates the classes based on the number of votes. There are some other classifiers 

that have been derived by improving this bagging method. This is best performed using trees. 

This is because the structure of trees is easy to interpret[8]. 

High dimensionality and imbalance are the key problems of medical datasets. 

Traditional classifiers of machine learning consider a subset of classification and disease 

prediction characteristics with a high true negative rate and error rates. The medical field is 

considered one of the most information-intensive domains in which clinical-related data and 

knowledge are regularly developed. An example of such a complex system is the 

development of an integrated healthcare system model[9]. Healthcare information systems 

collect and segregate patients ' clinical history, including attributes, patient demographic data, 

critical functionalities, test inferences, and unstructured data such as audio and video records. 

For the medical field and for patients, proper analysis of such information is vital. Intelligent 

analysis of such aggregated data such as rapid diagnosis of disease, optimum treatment 

selection for patients, duration of patient treatment and its outcomes, complex risk 

determination and other optimization of the use of medical resources can perform various 

tasks. Complete computerization of disease diagnosis and treatment in recent decades allows 
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rapid and effective aggregation. A healthcare disease dataset may contain numerous 

attributes, and many of these attributes may not contribute to an algorithm's classification 

accuracy during diagnosis. In addition, due to the presence of such foreign attributes that 

affect the accuracy of the disease prediction, there is a considerable calculation time-

consuming. Therefore, attribute selection is an optimizing agent where a subset of attributes 

is selected to filter and remove less relevant and noisy attributes for more precise and 

effective data representation. There are numerous possible solutions in the search space 

during problem-solving. The aim is to choose a solution that optimizes the processing and 

produces the best possible output. Problems with optimization are those types of problems 

that are used to determine the best solution among all possible solutions. Optimization issues 

can be categorized into two types, depending on the attribute types. These issues may be 

referred to as combinatorial issues when considering discrete-valued attributes. If continuous 

attributes are taken into account, they are referred to as constrained or multimodal problems. 

By using this reduced attribute subset on a classifier to detect the presence of disease, the 

classification performance of disease diagnosis is improved. 

2. Proposed Model 

In the proposed framework, an advanced filter-based machine learning model is 

designed and implemented on the medical databases, as shown in figure 1. In this framework, 

different types of medical datasets are taken to find the outliers and the data transformation 

process. After performing the data transformation, different traditional classification models 

such as Naive Bayes, Logistic Regression, Multilayer Neural Network, K-Nearest Neighbour, 

Adaboost, C4.5, Random Forest, and also the proposed Random Forest models were 

implemented. Finally, statistical measures are used to find the performance of the proposed 

model to the conventional models. 
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Figure 1: Proposed heterogeneous medical data classification framework 

 

In the proposed framework, heterogeneous datasets are used to find the class prediction using 

the proposed disease prediction model. Initially, input data is prepared based on different 

class attributes. Nominal attributes are converted to binary attributes and then missing values 

are filled with mean values. These filtered data are given to the classification problem for a 

better disease prediction rate. Here, different nominal attributes are used as class labels for 

the decision-making process. 

Algorithm 1: A Proposed Random forest: 

Step 1: Input file (Filtered anomaly data) 

Step 2: Preprocess anomaly data for missing values. 

Step 3: Data transformation for unequal distribution as 
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 For each attribute Ai  in DB 

 Do 

 If(Ai.type==numerical) 

 Then 
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 Else 

 Continue; 

Step 4: For each randomized sample Si 

 Do 

Kernel Probability: The kernel probability is used to estimate the conditional variance of 

input data features by using the gaussian estimator. 
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In the above equations, the Gaussian entropy is used to check the feature entropy value based 

on the Gaussian estimator.  

Proposed entropy formula: 
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For each sample in test data 
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 Then 
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 Else 
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 Continue; 

End for 

In the above ensemble based anomaly detection model, each attribute is checked against the 

data distribution. If the attribute is not uniform distributed then it was transformed to uniform 

format. For each attribute in the uniform distributed dataset, instancesare partitioned into set 

of sub-partitions based on classes. After that, similarity computation was applied on the sub-

partitions to find the relevant relational anomaly features.  

3.Experimental results 

Experimental results are simulated in a python environment with third party libraries. 

In the proposed work, standard numerical breast cancer and nominal breast cancer datasets 

with a large number of feature spaces are taken for experimental study. Initially, nominal 

datasets are filtered using the nominal to binary conversion. In this process, each attribute is 

verified against the missing value. If the attribute contains a missing value, then it is replaced 

with the mean of the attribute. Later, these filtered data are given to the proposed 

classification algorithm for disease prediction and decision-making process. Table 1 and 

table2 represent the heterogeneous nominal to converted binary datasets for the data 

classification problem. Table 3 represents the standard breast cancer dataset.  

Table 1: Heterogeneous breast cancer dataset 1 with class label breast type. 
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Figure 2: Visualization of Heterogeneous breast cancer dataset 1 
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Table 2: Heterogeneous breast cancer dataset 2 with class label age 
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Figure 3: Visualization of Heterogeneous breast cancer dataset 2 

Table 3: Standard breast cancer dataset with numerical attributes 
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Figure 4: Visualization of standard breast cancer dataset  
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Figure 5: Performance analysis of proposed heterogeneous classification model to the 

conventional classification models on breast cancer dataset 1. 

 

 

Figure 6: Performance analysis of proposed heterogeneous classification model to the 

conventional classification models on breast cancer dataset 2. 
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Figure 7: Performance analysis of proposed heterogeneous classification model to the 

conventional classification models on standard breast cancer dataset. 

4.Conclusion 

In this paper, advanced machine learning approaches are implemented on the medical 

databases for better decision making. Since most of the conventional approaches are 

independent of outliers and data size, the proposed model has better efficiency in outliers, 

filtering and data classification problems. In this paper, a novel feature selection based 

random forest classifier is proposed to improve the efficiency of the medical datasets. 

Experimental results show that the proposed heterogeneous classification framework has 

better accuracy, nearly 98.6% accuracy than the traditional nominal data classification 

models.   
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