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#### Abstract

Objectives: To estimate the speed of vehicle using a novel video image processing technique based on background subtraction method. Method: In this study, background subtraction method known as Video Frame Diminution Technique (VDFT) is used to estimated vehicle speed using a stationary camera. It is a recursive technique which calculates speed by determining the area moving property of the moving object and comparing with the calibrated speed. Experimental setup using fixed camera was deployed and five test trails were carried out. Findings: Vehicle speeds at 10, 15, 20 and 25 $\mathrm{km} /$ hour were successfully estimated with $93 \%$ accuracy and which is comparable with other studies reported so far. This new technique has $23 \%$ of low computational cost compared to the pre-existing techniques and also the setup is easy to implement especially in the closed area like apartment, malls and factories.
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## 1. INTRODUCTION

The development of a fool proof traffic system has been one of the main concerns of most developing countries considering the hazards involved with day-to-day transport. The most common methods used in modern day speed monitoring systems are RADAR and LIDAR. RADAR is a signal that is shot at a signal with a particular frequency and wavelength at a vehicle and bounces off the vehicle only to be verified for changes in the signal properties so as to determine the speed of the moving vehicle. Unfortunately, there are several limitations such as displacement in beam, region of view and effects of gaps. Also, it lacked in processing multiple vehicle speed, vehicle detection and classification due to obvious reasons.

The modern solution to this is an IT enabled monitoring and video information collection system. Various methods and techniques are in place for video sequence background subtraction. One of the popular techniques is deep convolution neural network (CNN). This is mainly used for segmentation of the video frames. By training the CNN for treating several video scenes; network parameters such as feature engineering and parameter tuning would be needless. Randomly picked video frames and their ground truth segmentations are considered for proposing a new model in Babaee et al 2018 [1]. As deep learning has seen a good amount of success towards computer vision, the same is considered for subtracting background in videos. Application of 3D convolutions can fetch accurate results for tracking temporal and time-based changes. This reduces the usage of background model and fine tuning of scenes [2]. An open source based innovative standard framework is made available for assessing the video scene-based background modeling methods [3]. This is especially used for moving object detection over RGBD videos. Color and depth information is analyzed in the video inputs related to background subtraction
focusing mainly on moving object detection scenarios. Convolution neural networks in connection with training and learning spatial features provides a better improvement in background subtraction. Background models are used which focuses on single background image relating to scene specific dataset [4]. This method was experimented in ChangeDetection.net dataset and showed a significant positive result compared to the existing algorithms. Gaussian Mixture Model known as GMM is a popular used technique for foreground detection objects in video surveillance classifications [5]. An effort was taken to compare the existing GMM based algorithms using quantitative assessment measures. It includes their performance analysis in order to understand the suitability of best background subtraction algorithm based on application parameters in real world scenarios. Some video surveillance-based applications will have analysis as a vital component with variations in both foreground and background. A definite combination of Gaussians (MoG) scattering is used for modeling the foreground features of objects. It evolves in a positive direction by learning from foreground/background information in preceding frames. This is found effective in the background subtractions of various applications. Affine transformation operator is embedded in to the proposed model [6] which can accurately adapt to the camera movements associated to varied array of video background transformations. Multiple issues related to video change or movement detection are addressed through multimode background deduction [7]. All the above studies address various models for background subtraction and foreground enhancement. However, such techniques require huge training data sets and heavy computational loads.

This paragraph discusses some of the studies which influence and gave way forward for our present study. In [8], the object is first detected with high accuracy and avoiding false negatives as much as possible and the pixels of the object are extracted by avoiding the detection of static objects, shadows or noise of any kind. The data collected was then subjected to statistical correlation giving this approach the name SAKBOT which stood for STATISTICAL AND KNOWLEDGE BASED OBJECT TRACKING (Figure 1). The importance of a static background which would reduce the probability of noise and any residual ghost imagery. In [9], mentioned image segmentation and object detection as crucial parts of video image processing. The video sequence is first given as input upon which it is pre- processed frame by frame and background subtraction is conducted. Background subtraction is the subtraction of each frame from the first background frame which is considered to be a static background. The subtraction is done pixel by pixel until the moving object is tracked and extracted. The study mostly stresses on the need for a static and less reactive background. It also speaks of image segmentation which in Figure 3 is obtained through the two methods which are namely thresholding and edge detection. However once extracted the boundaries of the object seem to be unclear proving the need for a more precise set of boundaries laden for the background. Poonam Kumari et al briefly discussed the importance of morphology in digital image processing [10]. In their study, basic theory image morphology is introduced followed by different morphological operations involved.

In our present study, we define morphology as a process in which a structuring element is applied to an input image, creating an output image of the same size. It is used to analyse shapes and form of objects in images. proposed base technique for said system is background subtraction. It involves taking a calibrated video of a vehicle, taken from a camera whose view is perpendicular to the direction of motion of the moving at a particular speed. Then a real time video of a speeding vehicle is taken. Both videos undergo background subtraction after which the videos are converted to binary and undergo processes such as edge detection, blob detection and thresholding to obtain the threshold value ie; the pixel values of both videos. The videos are then split frame by frame and the threshold values are correlated giving rise to the number of times the object appears in the screen and for how long in accordance with the frame per second rating of the recording camera. This combined with the appropriate formulae gives the speed of the moving vehicle.

## 2. METHOD, RESULTS AND DISCUSSION

In this section we present the novel background subtraction techniques that we used in our present study. We outline the algorithm used, experimental set up and discuss the results.

### 2.1. Novel Video Frame Diminution Technique (VFDT) and Experimental Setup

In this study, we propose a new methodology for vehicle speed detection called as Video Frame Diminution Technique (VFDT). The basic algorithm of the proposed model is shown figure 1. Following are the steps followed for the same:


Fig. 1.Video Frame Diminution Technique (VFDT) Algorithm.

### 2.1.1. Video acquisition

First, we take a calibrated camera with a defined frame per second (fps) rating. The rating taken for the experiment was 30 fps . The camera is mounted on a stand and the field of view is measured from two fixed points as shown in figure 2 as point ' $a$ ' and ' $b$ '. The line of sight of the camera must be perpendicular to the direction of motion of the vehicle. The distance ' d ' between vehicle movement and camera is constant for multiple trails.


> Speed = (Total number of frames of calibrated speed* Calibrated speed)/(Number of frames in which object is present for uncalibrated speed)

Fig. 2.Camera setup for video recording used in the present study [11].

### 2.1.2. Frame Extraction

Frame Extraction: This step holds the most crucial part of the experiment. The selection of an ideal reference frame from the video is required so as to perform an accurate background subtraction. Consider the following steps.

1. Initialise the background frame to 0 .
2. Initialise a loop from 1 to N frames.
3. Divide the video by the quotient of N frames and the background down sample.
4. Now add the background frame with the resultant value to obtain the reference frame.
The MATLAB pseudo code for this step is given by
Background frame=frame*0;
For $k=1: b k \_d o w n s a m p l e: ~ N ~ f r a m e s ; ~$
Background frame $=$ background frame + read (vob, $k) /(N$ frames/ bk_downsample);
Disp (k/ (N Frames)*100);
End
Now, the above code shows the selection of the reference frame. The concept of the downsample is used so as to group a certain set of frames together to reduce the computing time and hence make the subtraction quicker in case the length of the video is long. In this case the downsample value was assumed to be 20 . The video is read and is then divided by the quotient of the number of frames and the downsample value. This is then added with the previously initialised 0 frame so as to give the desired low intensity matrix reference frame.

### 2.1.3. Background Subtraction

In this step the image is loaded with the static background. We know that an image is a set of rows and columns of pixels. We set a variable [ i ] to represent M rows and a variable [ j ] to represent N columns of pixels in the image.

$$
\begin{equation*}
X(i, j)=F(i, j)-B(i, j) \tag{1}
\end{equation*}
$$

The equation- 1 is a representation of the background subtraction operation where F represents the current frame and B represents the background frame. The operation is looped for different values of i and j varying from 0 to the maximum values that is M and N respectively. After the subtraction is completed the image is displayed.

### 2.1.4. Conversion to Binary

The conversion to binary is not a mandatory field however, working with RGB images or Gray- Scale images has proved complicated in the scenario and so the RGB image is first converted to gray scale and then then the resulting image is converted into binary. The conversions were done using standard MATLAB functions.

### 2.1.5. Number of Frames displaying the object

Number of Frames displaying the object.:Using a counter, the number of frames in which the object is present is detected using the area property. This works on the premise that for a given area of say a particular number of pixel variations that is 1 or 0 , if the threshold value is met then the object is present in that particular frame. This number is vital to the calculating the speed of the object when comparing it to the calibrated speed.

### 2.1.6. Calculation of Speed <br> Speed $=$ (Total number of frames of calibrated speed* Calibrated speed) $/($ Number of frames in which object is present for uncalibrated speed)

This formula is the theoretical relation for the speed of a moving object when compared to a
calibrated speed. We know that as the speed of an object increases, the number of frames in which the object is present reduces hence giving rise to the above relation. Results are discussed in the next section.

### 2.2 EXPERIMENTAL RESULTS AND OBSERVATIONS DISCUSSION

In this section, experimental results and observations are recorded and discussed. We choose a motor cycle as vehicle for the experiment. Vehicle moved in a perpendicular direction to the camera vision at a distance of around 8 meter. The vehicle was moved at a speed of $5 \mathrm{~km} / \mathrm{hour}$ and its was observed the vehicle was detected in 123 video frames. This value was used as calibrated measurement which we used to compare with other test trials. The experiment gave a close estimation of the speed of the vehicle as depicted in Table 1.

| Sl <br> No | Actual Speed from <br> Speedometer (km/hour) | Object frames <br> for test video | Speed Estimated <br> through Video Frame <br> Diminution Technique <br> (km/hour) |
| :---: | :---: | :---: | :---: |
| 1 | 5 (calibrated) | 123 (calibrated) | 5 |
| 2 | 10 | 65 | 9.46 |
| 3 | 15 | 45 | 13.667 |
| 4 | 20 | 34 | 18.088 |
| 5 | 25 | 26 | 23.653 |

Table 1: Results of Speed Estimation using VFDT Technique
Upon giving an input video with an uncalibrated speed of $10 \mathrm{~km} / \mathrm{h}$ it was found that in 65 frames object was detected and hence the calculated speed was found to be $9.46 \mathrm{~km} / \mathrm{hour}$. Similarly, the validity of VFDT was checked for other speeds as well. It can be seen that the vehicle speed was detected with an accuracy of $93 \%$ on an average. The mean absolute error of $1.283 \mathrm{Km} /$ hour and average relative error of $7.3 \%$ was obtained using VFDT method which were comparable with the existing algorithms [12,14,15]. We used Intel core $15-4210 \mathrm{U}$ p[rocessor with 8 GB RAM. This new technique has $23 \%$ of low computational cost relatively to the pre-existing techniques. Vehicle speed beyond $25 \mathrm{~km} /$ hour led to high percentage of error due to limited frame per second (FPS) capacity of used camera. This issue could be overcome by using a sophisticated camera with high FPS.

## 3. CONCLUSION REMARKS (HEADING 1)

The present study demonstrates a novel VFDT algorithm for estimation of vehicle speed which could be implemented using existing cameras in the road, apartment, malls, factories etc. The inference of the experiment using novel algorithm shows that the current technique can be a potentially viable replacement for the current speed estimation techniques due to its low computation complexity and easy implementation. In the present study, the camera was fixed and the vehicle movement was strictly restricted to the set path. However, the current program works only for vehicles moving perpendicular to the view of the camera. Improvements can be made in estimation and determination of the speed of a vehicle with head on movement in the direction of the camera and with time even for multiple vehicles. Future scope of the work involves

- Automatic segmentation of each vehicle from the background and from other vehicles so that all vehicles are detected.
- Correctly detect all types of road vehicles - motorcycles, passenger cars, buses, construction equipment, trucks, etc.
- Function under a wide range of traffic conditions - light traffic, congestion, varying speeds in different lanes.
- Function under a wide variety of lighting conditions - sunny, overcast, twilight, night, rainy, etc. and
- Finally, to operate in real-time.
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